UTSA.

The University of Texas at San Antonio™
The Cyber Center for Security and Analytics

UNIVERSITY OF

SOUTH CAROLINA

ZEEK INSTRUSION DETECTION SERIES

Lab 12: Developing Machine Learning Classifiers
for Anomaly Inference and Classification

Document Version: 03-13-2020

Award 1829698
“CyberTraining CIP: Cyberinfrastructure Expertise on High-throughput
Networks for Big Science Data Transfers”



Lab 12: Developing Machine Learning Classifiers for Anomaly Inference and Classification

Contents
OVEIVIBW ..ttt e et e e e e e e e e e e e et e e e e e e e e e e e e eeeeeees 3
(0] o) 1101 4 V7= PSR PP 3
[IE2] o 38 o o Yo ] [o =4 V2 PP UPPRRUPPRPR 3
(1Y Y=Y T = PP PUPPRRUPTPPR 3
(I Y o o - o [ 4= T TSP 4
1 INTroduction tO WEKQ.....ooouiiiiiiiiiie ettt st e e s s naaae e e e 4
1.1 STArting WK ..ooe ittt 4
2 Importing @ dataset iNt0 WEKa .......oooviiiiiiniiieceec et 6
2.1 Loading the training dataset ........cccovviiieiiiiiiie e 7
2.2 Filtering the training dataset........cccoeviiiiiiiiiiie e 9
2.3 Training a decision table classifier .......ccccooiieieiiieeec e, 13
2.4  Training a decision tree classifier......coociieiiiee i 15
2.4.1 Updating the decision tree classifier ......cccccevecviiieiee i, 17
3 Reviewing the classifier’s predictions on a test dataset.........cccceeeeccieeeieciieececnnenn. 22
3.1  Saving the deciSion table..... ..o 22
3.2  Using the classifier to predict labels for the test dataset ...........ccceeeeenvineennnee. 24
3.3  Viewing the predicted labels for the testdataset ........ccccoeecviieeeeeiieicccciiieeen. 26
REFEIENCES ...ttt et e e sttt e e s st e e s s abbee e e sareeeesennreeesanns 29

Page 2
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Overview

This lab introduces the application of machine learning in the network security field. The
lab explains how to generate a decision table and decision tree to infer scan-related
network traffic. The lab is designed to train and test a machine learning classifier using
network traffic dataset.

Objectives
By the end of this lab, students should be able to:
1. Train a decision table to classify scan-related network traffic.
2. Train a decision tree to classify scan-related network traffic.
3. Test and modify the trained classifiers and review their output classifications on a
test dataset.
Lab topology
Figure 1 shows the lab topology. The topology uses 10.0.0.0/8 which is the default

network assigned by Mininet. The zeekl and zeek2 virtual machines will be used to
generate and collect network traffic.

Zeek 1 Switch 1 Zeek 2
~ X
X5 _— S
Q Q
X X
10.0.0.1 10.0.0.0/8 10.0.0.2

Figure 1. Lab topology.

Lab settings

The information (case-sensitive) in the table below provides the credentials necessary to
access the machines used in this lab.

Table 1. Credentials to access the Client machine

Device Account Password

Client admin password

Table 2. Shell variables and their corresponding absolute paths.
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Variable Name Absolute Path
$ZEEK INSTALL lusr/local/zeek
$ZEEK_TESTING_TRACES /home/zeek/zeek/testing/btest/Traces

$ZEEK_PROTOCOLS_SCRIPT /home/zeek/zeek/scripts/policy/protocols

Lab roadmap
This lab is organized as follows:
1. Section 1: Introduction to Weka.

2. Section 2: Building a decision classifier with Weka.
3. Section 3: Reviewing the classifier’s predictions on a test dataset.

1 Introduction to Weka

After formatting Zeek output logs into the ARFF files, Weka is now able to process them.
Weka contains the algorithms necessary to develop a number of machine learning
classifiers. More information on the Weka software can be found on their documentation
pages. To access the following link, users must have access to an external computer

connected to the Internet, because the Zeek Lab topology does not have an active
Internet connection.

https://www.cs.waikato.ac.nz/ml/weka/documentation.html

In the following sections, we train a DecisionTable and a J48 Decision Tree classifier.

1.1 Starting Weka

Step 1. From the top of the screen, click on the Client button as shown below to enter the

Client machine.
FRCEIGLVE & Content | |#” Status | O Client -

Step 2. The Client machine will now open, and the desktop will be displayed. On the left
side of the screen, click on the LXTerminal icon as shown below.
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LXTerminal

Miniedit

Step 3. Navigate to the Weka workspace directory.
cd Zeek-Labs/Lab-Tools/weka
(] zeek@admin: ~/Zeek-Labs/Lab-Tools/weka = 4. X

File Edit Tabs Help
zeek@admin:~$ lcd Zeek-Labs/Lab-Tools/weka

zeek@admin:~/Zeek-Labs/Lab-Tools/weka$ |

Step 4. Using Java, launch the Weka software.

java -jar weka.jar

[ zeek@admin: ~/Zeek-Labs/Lab-Tools/weka - + X

File Edit Tabs Help
zeek@admin:~/Zeek-Labs/Lab-Tools/weka$ |[java -jar weka.jar

Step 5. Once Weka has been loaded, a notification containing Weka related information
will be displayed. Select the OK button to continue to the Weka GUI Chooser panel.

() Weka GUIChooser - + X

Weka has a package manager that you
can use to install many learning schemes and tools.
The package manager can be found under the "Tools" menu.

|| Do not show this message again

OK

The Weka GUI Chooser panel will look similar to the following image.

Page 5



Lab 12: Developing Machine Learning Classifiers for Anomaly Inference and Classification

(] Weka GUI Chooser - 4+ X
Program Visualization Tools Help

Applications

Explorer

WEKA { r—

The University
A of Waikato =

KnowledgeFlow

l Workbench }
Waikato Environment for Knowledge Analysis
Versicn 3.8.4
{c) 1999 - 2019 l Simple CLI ‘
The University of Waikato
Hamilton, New Zealand

Step 6. For this lab, we will be using the Explorer application. Click the Explorer button to
launch the application.

Applications

Explorer

Experimenter

KnowledgeFlow

Simple CLI

|
|
{ workbench
|

Weka has been successfully launched and we can proceed to the next section.

2 Importing a dataset into Weka
Once the Explorer application opens, a new GUI window will be displayed. Initially, this

window has all options greyed out, indicating that we have not yet opened or loaded a
dataset.
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The Explorer panel contains a Menu Bar located at the top of the GUI window. There is a
total of 6 additional panels, which contain related information necessary to train, test and

visualize classifiers developed while using Weka. By default, the Preprocess panel will be
selected.

The Preprocess panel is used to import a training dataset to be used for training a machine
learning classifier. Features can be removed, randomized or appended within this panel.

(] Weka Explorer -+ X

| | Preprocessl Cla

| Openfile.. || OpenURL... | \ Open DB... || Generate... |

Filter

| Choose |None

Current relation Selected attribute

Relation: None Attributes: None Name: None Weight: None Type: None
Instances: None Sum of weights: None Missing: None Distinct: None Unique: None

Attributes

v|| Visualize All |

Status

Welcome to the Weka Explorer Log ‘W x0

2.1 Loading the training dataset

Step 1. On the top left of the Preprocess window the Open file button can be found. Click
the Open file button to load the training dataset.

| Preprocess |

Open file... | | OpenURL.. || OpenDB... || Generate... J

Step 2. Enter the path to the trainset.arff file. Alternatively, use the GUI to navigate to the

lab workspace directory to select the file. Use the Open button to load the trainset.arff
file into Weka.

/home/zeek/Zeek-Labs/Sample-PCAP/trainset.arff
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() Open - + X

Look In: [ﬁ Sample-PCAP \'J [ ﬁj | & | [f:ﬁj VE@

—

|| testset.arff
[ trainset.arffl

[_] Invoke options dialog

O™

File Name: I/home/zeek/Zeek-Labs/Sample-PCAP/trainset.arff l

Files of Type: | Arff data files (*.arff) ﬂ

| open || cancel |

After click the Open button, the Preprocess panel will be updated to contain the
trainset.arff file statistics.

Each section header has been highlighted with a red box. We can see that the Current

relation, Attributes and Selected attribute sections have been updated to contain
trainset.arff file data.

Step 3. Within the Attributes section, click the class feature to change the active attribute.

Page 8



Lab 12: Developing Machine Learning Classifiers for Anomaly Inference and Classification

(] Weka Explorer = kX
j Preprocess] Classify T Cluster T Associate T Select attributes T Visualize]

L Open file... J | OpenURL.. || OpenDB.. || Generate.. | Undc ( Edit.. ||  Save.. J
Filter .
Choose |None Apply
Current relation _____ Selected attribute =
Relation: networktraffic Attributes: 8 Name: time Type: Numeric
Instances: 1401 Sum of weights: 1401 Missi... 0 (0%)  Distinct: 1401 Unique: 1401 (100%)
AtTbutes Statistic | value |
pr———— Minimum 1295981542484409
- - Maximum 1561919070053261
Al || None | nvert || Pattern | Mean 1453721842608295.5
S . StdDev 130687564832435.69
| No. | | Name [ |
e G T
7 W) aciirceN | | | Class: class (Nom) 'J[ Visualize All |
3 |_J destip
4 |_| sourceport
5 | destport
6 [_J protocol
7 |J duration 4

0 0 0 0
T T — 1
1295981542484409 1428950306268835 15619190700532€61

Status

OK ‘ }UiJ wxo

By selecting the class feature within the Attributes section, the Explorer panel will be
updated to display the active feature.

Within the Current relation section, our dataset’s name, networktraffic, is displayed.
Additionally, it is shown that the dataset contains 1401 unique data objects (instances).

Within the Selected attribute section, the class labels added to the dataset in the previous
lab are counted. The trainset.arff dataset contains 831 data objects labeled with a 1,
belonging to the malicious class, while 570 data objects are labeled with a 0, belonging to
the benign class.

At this point, trainset.arff dataset has been successfully loaded into Weka and we can
begin filtering the data before training a machine learning classifier.

2.2 Filtering the training dataset

The majority of machine learning classifiers are unable to handle string attributes. For
network analysts, source and destination IP addresses are valuable features that are often

necessary for traffic analysis. However, these IP addresses are unable to be stored as
string values when training a classifier.
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There is a number of ways to address this issue. If a network analyst were to know all of
the unique IP addresses, when generating their ARFF dataset, they can create the nominal
values similar to how we created the nominal protocol values.

Because Internet-scale traffic contains a very large number of unique IP addresses, the
aforementioned process may not be feasible. Therefore, in the previous lab, we
converted our source and destination IP addresses into numerical values. In this section,
we will be using all unique iterations of the numerical values to generate a nominal list.
By reformatting the IP addresses into numeric values using Terminal utilities, the Weka
software will be able to select all unique IP addresses and convert them into a nominal
feature set.

Step 1. Within the Preprocess tab, under the Filter section, click the Choose button.

_[ PrepmcessT Classify T Cluster IAssuciate T Select attributes T Visualize]

1 Open file... ][ Open URL... | | OpenDB.. || Generate.. | Undo | Edit... J[ 5

Filter

[ choose |none H_ Apply |

Step 2. Under the unsupervised option, select the attribute option to display a list of
attribute-based filters.

Filter

| ¥ (& filters

‘ ) AllFilter
| | MultiFilter
[ “| RenameRelation

A » (& supervised

el

gy attribute)
'] Add

[ AddCluster

[ 5] AddExpression

[ AddID ‘

[ | AddNoise ‘

| "] AddUserFields

[ AddVvalues ‘

| | CartesianProduct

|| center
\
|
|

J[IE

[ "] changeDateFormat
[ classAssigner

[ ClusterMembership
- L] Copy .
1 |_| DateToNumeric _ ¥

[“E-i-lt-er... J | Eemove filter || (_Zl.bse |
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Step 3. Scroll to the NumericToNominal filter and double click to select it.

Filter

o

bE

wn

[T MathEXpression T

[ | MergelnfrequentNominalValues P
| MergeManyValues
"| MergeTwoValues
‘| NominalToBinary
“| NominalToString

| Normalize

| "] NumericCleaner

| NumericToBinary

| "] NumericToDate

NumericToNominal B

| | NumericTransform

[ | Obfuscate

| | ordinalToNumeric

[ PartitionedMultiFilter

" PKIDiscretize

|| PrincipalComponents

|| RandomProjection

[ "] RandomSubset

| *| Remove

| | RemoveByName

|| RemoveType

L

FREEEI
=z =2

[

[

—

v

i

Step 4. Within the Filter section, click the first-last description to modify the filter.

Filter

| Eilter... | | Removefilter | | Close |

| Choose ||NumericT|:|N|:|minaI Rifirst-last|

“ Apply J Stop

Step 5. Update the Indexes of the Attributes to be filtered. Click the Apply button to edit

the indexes.
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& weka.gui.GenericObjectEditor ey e
weka.filters.unsupervised.attribute.NumericToNominal
About

A filter for turning numeric attributes into nominal ones. More

Capabilities

attributelndices |2-3|

debug |False _vJ
doNotCheckCapabilities | False _vJ
invertSelection |False _vJ

| Open... i Save... | oK | Cancel |

Step 6. On the right side of the Filter section, click the Apply button to apply the modified
filter.

Filter
Choose |NumericToMominal -R 2-3 Apply

The source and destination IP addresses will now be converted to the Nominal feature
type.

Step 7. Within the Attributes section, click the sourceip feature to change the active
attribute.

By selecting the sourceip feature within the Attributes section, the Explorer panel will be
updated to display the active feature.

Within the Selected attribute section, the sourceip feature will now display the Nominal

data objects. In the following image, the highlighted sourceip related to the scanning
machine’s IP address (192.168.1.3), displays 831 unique instances being recorded.

Page 12



Lab 12: Developing Machine Learning Classifiers for Anomaly Inference and Classification

(«] Weka Explorer - + X

_[PreprocessT Classify T Cluster T Associate T Select attributes T Visualize]

[- Open file... | | Open URL... J [ Open DB... | L Generate... | | Undo J | Edit... J | save.. |
Filter
S : ) _—
{ Choose J}NumericTuNuminaI -R 2-3 [ Apply J Stop
Current relation ISelected attribute!
Relation: networktraffic-wek... Attributes: 8 Name: sourceip Type: Nominal
Instances: 1401 Sum of weights: 1401 Missing: 0 (0%) Distinct: 8 Unique: 4 (0%)
|Attributes| | No. | Label | Count | Weight [ |
‘ )| | 1 10022 1 1.0 Al
— 2 100215 76 76.0
Al J|_ None || Invert || Pattern | ‘ [3 19216813 831 831.0 |
- L o | 4 65552560 1 1.0 vl
No. | | Name [ ‘ L P, = =20 St |
A o o w y— o
3 [ destip ‘ [Class: class (Nom) ,VJ[ Visualize All J
4[] sourceport
5 [J destport 5
6 (| protocol
7 [J duration !
8 ] class v|
329
L Remove )

161
76
1 I 1 - 1 . 1
Status S
0K Log ‘*‘ x0

Additionally, the Selected attribute section will be updated to show new statistics for each
feature. The updated Selected attribute section is displayed in the previous image.

2.3 Training a decision table classifier

Step 1. Within the Explorer panel, click the Classify tab located at the top of the Explorer
panel to switch to the Classify panel.

() Weka Explorer - + x

[ Preprocess | Classify | Cluster T Associate I Select attributes T Visualize ]
Classifier

Step 2. Once the Classify panel has loaded, click the Choose button within the Classifier
section to select which machine learning classifier we are developing.

(] Weka Explorer
| Preprocess l ClassifyT Cluster TAssociate T Select attributes T Visualize]
Classifier

I Choose IEZeroR

Step 3. Under the rules collection, double-click with your mouse to select the
DecisionTable classifier.
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Classifier

v (@ weka
' ¥ (& classifiers
Te > (@ bayes
» (@ functions
> (& lazy
> [ meta
> [@ misc

| JRip

| OneR
| PART
|| ZerorR

_<
[1 > [ trees

Step 4. Under the Test options section, click the Start button to begin training the classifier.
Notice the Classifier section has been updated to display the DecisionTable classifier.

| Preprocess I Classify T Cluster T Assoc

Classifier

| Choose lDecisionTable H1 -5 "w

Test options
p

Y|
(_ Use training set

(_ Supplied test set Set...

(® Cross-validation Folds 10

(_ Percentage split % 66

| More options... |

[ (Nom) class d

Start Stop

Step 5. See the Decision Table classifier’s results.
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Classifier output

WFWF‘T’_WWWIWWWVW—V—V—U—'
Kappa statistic 1 E:
Mean absolute error 0.0016
Root mean squared error 0.0016
Relative absolute error 0.3281 %
Root relative squared error 0.3281 %
Total Number of Instances 1401
| === Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure MCC
1.000 0.000 1.000 1.000 1.000 1.000
1.000 0.000 1.000 1.000 1.000 1.000
Weighted Avg. 1.000 0.000 1.000 1.000 1.000 1.000
, , N
I=== Confusion Matrix ===
a b <-- classified as
831 0| a="-1
0 570 | b=20
4
v
LS J O

Within the Result list section we can see our new Decision Table that has been trained
with the transet.arff dataset. Within the Classifier output section, we can see the
prediction results for the Decision Table classifier. The Confusion Matrix depicts that the
classifier had a 100% accuracy when predicting labels after being trained.

2.4 Training a decision tree classifier

Step 1. Click the Choose button within the Classifier section to select which machine
learning classifier we are developing.

(o) Weka Explorer
I Preprocess I Classify T Cluster T Associate T Select attributes T Visualize]
Classifier

Choose !DecisionTabIe 1 -5 "weka.attributeSelection.BestFirst -D 1 -N 5"

Step 2. Under the trees collection, double-click with your mouse to select the /48 decision
tree classifier.

Page 15



Lab 12: Developing Machine Learning Classifiers for Anomaly Inference and Classification

Classifier
p-

v (& weka
¥ (& classifiers
f]'_! » (& bayes
» (@ functions
> (& lazy
> ﬁ meta
> [ misc
» (& rules
¥ (& trees

| | DecisionStump
| | HoeffdingTree

| LMT
o
| *| RandomForest
| “| RandomTree 1

| | REPTree

=

Step 3. Under the Test options section, click the Start button to begin training the classifier.
Notice the Classifier section has been updated to display the J48 classifier.

| Preprocess I ClassifyT Cluster T Associ

Classifier
2

| Choose |]48 -C 0.25 -M 2

Test options
r

. 11
(_J Use training set
() Supplied test set Set...
(® Cross-validation Folds 10
(_) Percentage split % 66
H More options... | |
(Nom) class a
Start Stop

Step 4. See the J48 Decision Tree classifier’s results.
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Classifier output

TJ.II\TUTI \-\.LL’ CLlUJdoLTICU g Lunivea E s VLivrTaawy o o}
| Kappa statistic 0.9985 £
' Mean absolute error 0.0007
Root mean squared error 0.0267
' Relative absolute error 0.1479 %
| Root relative squared error 5.4385 %
| Total Number of Instances 1401
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure MCC
1.000 0.002 0.999 1.000 0.999 0.999
0.998 0.000 1.000 0.998 0.999 0.999
Weighted Avg. 0.999 0.001 0.999 0.999 0.999 0.999 ~
Confusion Matrix ===
a b <-- classified as
831 0 | a=1
1569 | b=0
| d
v
|« J Yo |

Within the Result list section we can see our new J48 Decision Tree that has been trained
with the transet.arff dataset. Within the Classifier output section, we can view the
prediction results for the Decision Tree classifier. The Confusion Matrix depicts that the
classifier did not have a 100% accuracy when predicting labels after being trained and
misclassified a single malicious data packet as benign.

2.4.1 Updating the decision tree classifier

Because our J48 Decision Tree has made an error in predicted a label, we can attempt to
remove or add additional features to increase the classifier’s accuracy.

Step 1. Right click the J48 Decision Tree under the Result list section to display more
options. Click to Visualize the J48 Decision Tree.
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TP Rate FP Rat

View in main window
View in separate window
Save result buffer
Delete result buffer(s)

{ (Nom) class

L Start |

Stop
f

Result list (right-click for optio

1 - Load model
16:18:36 - rules.DecisionTable Save model
16:21:45 - tl’eeS.J48 Re-gyaluate model on current test set

I Re-apply this model's configuration

Visualize classifier errors

AL Visualize margin curve
OK Visualize threshold curve >
Cost/Benefit analysis >
Visualize cost curve >

KM 180 i Biceke

Step 2. View the Visualized J48 Decision Tree.

time

/\

== 1285881835784353

/

0 (570.0)

= 1285581839784353

T~

1(831.0)

We can see the time feature column was the only decision node within the tree. For the
purposes of this lab, the datasets were collected at varying times; therefore, the decision
tree had an over reliance on the time feature to determine when the malicious and benign
events took place.

Step 3. Click the top right [<] button to close the Tree Visualizer window then, within the
Explorer panel, click the Preprocess tab located at the top of the Explorer panel to switch
to the Preprocess panel.

)

| Preprocess | Classify I Cluster T Associate T Select attributes T Visualize]

Weka Explorer

[ Open file... ][ Open URL... || OpenDB.. || Generate... JL
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Step 4. Once the Preprocess tab has loaded, click the time feature within the Attributes
section and select the Remove button.

Attributes

I All || None Jl Invert | | Pattern |

2 || sourceip T

3 [] destip

4 [ ] sourceport

5 [ destport

6 ] protocol K

7 [ ] duration v
Remove

With the time feature removed, we can retrain our decision tree to view the new accuracy.

Step 5. Within the Explorer panel, click the Classify tab located at the top of the Explorer
panel to switch to the Classify panel.

() Weka Explorer - + x

[ Preprocess | Classify | Cluster I Associate T Select attributes T Visualize ]
Classifier

Step 6. The J48 Decision Tree should still be selected. Under the Test options section, click
the Start button to begin training the classifier. Notice the Classifier section has been
updated to display the new J48 classifier.

Test options

(_) Use training set
() Supplied test set Set..,
@ Cross-validation Folds 10

(_) Percentage split % 66

| More options... |

{(Nom) class v ]

Start Stop

Step 7. See the J48 Decision Tree classifier’s results.
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FEZTICUT TOCCC ’ TNLUODIL T LACU Ao cunivey

Kappa statistic

Mean absolute error
Root mean squared error
Relative absolute error

Root relative squared error

Total Number of Instances

=== Detailed Accuracy By

TP Rate

0.999

0.993
Weighted Avg. 0.996

=== Confusion Matrix ===

830 1| a=1
4566 | b=0

a b <-- classified as

AN

0.9926 ]
0.003
0.0415
0.6131 %
8.4411 %
1401
Class
FP Rate Precision Recall F-Measure MCC
0.007 0.995 0.999 0.997 0.993
0.001 0.998 0.993 0.996 0.993
0.005 0.996 0.996 0.996 0.993
™
L
v
J Yo |

Within the Result list section we can see our new J48 Decision Tree that has been trained
with the transet.arff dataset. Within the Classifier output section, we can view the
prediction results for the Decision Tree classifier. The Confusion Matrix depicts that the
classifier actually had a worse accuracy than the previously trained J48 Decision Tree.

In this example, we highlight the importance of choosing the best fit features when
training a classifier. In a real-time network environment, it may take multiple tests before

discovering which features are necessary for classifying a specific anomaly.

Step 8. Right click the newest J48 Decision Tree under the Result list section to display
more options. Click to Visualize the J48 Decision Tree.
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| IP Rate
l (Nom) class View in main window
View in separate window

| Start ) Save result buffer
Result list (right-click fq Delete result buffer(s)
[ Load model

16:18:36 - rules.Decisiol g0 model

16:21:45 - trees.]48 Re-evaluate model on current test set

16:29:46 - trees.)48 Re-apply this model's configuration

Visualize classifier errors

fStatus Visualize margin curve
OK Visualize threshold curve >
Cost/Benefit analysis

& [-—‘h‘ ﬂ s B Visualize cost curve >

Step 9. View the Visualized J48 Decision Tree.

v

duration

/\

<= 27 =27

sourceip O (554.07/1.0)

= 10022 100233921 688B555256121 62 TRB557282] 6886209190254

A

1 (0.0} 0 (3.63)| 1 (830.0)J 1 (0.0)| 0 (12.09)] 1 (0.0)J 0 (1.21)| 1 (0.0)1

Because the Decision Tree has a larger number of nodes, we are unable to see some of
the decision thresholds. The following steps will explain how to scale the Visualized tree.

Step 10. Right click on the Visualized J48 Decision Tree and select the Auto Scale option.
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duration
Center on Top Node
Fit to Screen /\
Auto Scale «=27 =27

Select Font / \

courcap  0(554.070.0)

= 10022 100223921 686555256121 62 TRb 5570821 6868620191 90254

AN

1 (o.o)‘ 0(3.63)| 1 (830.0)‘ 1 (0.0} 0 (12.09} | 1 (0.0)i 0 (1.21)§ 1 (0.0)‘

Step 11. Click the top right [x] button to close the Tree Visualizer window then, open the
Visualized J48 Decision Tree.

duration
/\
<= 27 = 27
/ \
sourcelp 0 (554.07/1.0)‘
s 19216813 = 65552560 =172162551 = 655557251  =1921683131 = 66209190254
/ \
1(0.01] 0{12.09}| _mﬂ

Here we can see the new J48 Decision Tree has multiple layers and decision nodes. The
duration feature has replaced the time feature as the root node, and the sourceip feature
is used to further classify the dataset. However, because this tree has reduced accuracy,
we will be continuing the lab by using the Decision Table created initially.

3 Reviewing the classifier’s predictions on a test dataset

Now that we have determined that the Decision Table was a more accurate classifier, we
can begin testing the classifier’s accuracy using the test dataset.

3.1 Saving the decision table

It is possible to save a trained classifier to be reused in future instances of testing and
classification. This section will introduce how to save a trained classifier.
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Step 1. Under the Result list section, right click on the Decision Table and select Save
model.

[ (Nom) class View in main window
: View in separate window
| Start | Stop Save result buffer
Delete result buffer(s)

Result list (right-click for optioi
(

Load model
Save model

16:18:36 - rules.DecisionTable
16:21:45 - trees.|48
16:29:46 - trees.|48

Re-evaluate model on current test set
Re-apply this model's configuration

Visualize classifier errors

Visualize tree

Status Visualize margin curve
oK Visualize threshold curve >
Cost/Benefit analysis >

Q @ a lm .[zeek@q Visualize cost curve >

Step 2. Navigate to the Lab workspace directory and save the Decision Table. Alternatively,
use the GUI to navigate to the lab workspace directory to select the file. Use the Save
button to save the new DecisionTable file into Weka.

/home/zeek/Zeek-Labs/Sample-PCAP/DecisionTable

] Save - 4+ x
Look [n: [ﬁ Sample-PCAP |TJ l (i J [ e J l (i J [E”EJ
=1 § R

File Name: IfhomefzeekJZeek—LabSfSampIe—PCAP!DecisionTabIeI |

Files of Type: | Model object files |v]

I Save H Cancel J
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Once saved, we can proceed to testing the classifier’s accuracy on predicting labels for
the test dataset.

3.2 Using the classifier to predict labels for the test dataset
Step 1. Under the Test options section, select the Supplied test set then, select Set button

to load the select the Set button to load the test dataset. Within the Test Instances
window, click the Open file button.

Test options Classifier output

2
) et g ok & Test Instances I 1S
@® Supplied test set Set... Relation: None Attributes: None
3 T . Instances: None Sum of weights: None
() Cross-validation Folds 10
(U Percentage split % 66 Open file... | | Open URL... |
| More options... J i m‘l

{Nom) class &J

Step 2. Select the testset.arff file and click the Open button to load the test dataset
then, click the Close button.

(o] Open =X
Look In: [[ﬁ' Sample-PCAP I'] [ ﬁ J [ e J l i J { E‘” 8l J
‘| testset.arff | [] Invoke options dialog

|| trainset.arff

=gt § R
File Name: |testset.arff|
Files of Type: lArﬁ data files (*.arff} .v]

I Open I | Cancel |
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Step 3. Under the Test options section, select the More options button to configure the
classifier to match the following image then, click on OK.

(] Classifier evaluation options =k
Preprocess | Classify T Cluster T Associate I Sele
Classifier L Ooutput model
l Choose J|]43 025 M2 [ | output models for training splits
Test options Classifier L) Output per-class stats
() Use training set E“Lw 4 ] Output entropy evaluation measures
appa
(@ Supplied test set l ki J Esz: ;E = Output confusion matrix
() Cross-validation Folds 10 Relati
- Root re L Store test data and predictions for visualization
(_J Percentage split % 66 Total
. (] collect predictions for evaluation based on AURQC, etc.
| More options... | = Dal
[_] Error plot point size proportional to margin
{ (Nom) class r ] Output predictions[ Choose ]‘PIainText
— - Welghte
Start Stop [ ] Cost-sensitive evaluation — Set..
Result list (right-click for options) - ;
Random seed for XVal / % Split |1
a
16:18:36 - rules.DecisionTable 831 _
16:21:45 - trees.)48 9 57 (] preserve order for % Split
16:29:46 - t .48 ;
rees. (] Output source code \WekaClassifier
-
i Evaluation metrics... |
Status
oK L K J

Step 4. Under the Result list section, right click on the Decision Table and select Re-
evaluate model on current test set.

{ (Nom) class View in main window
View in separate window

| Start J Stop Save result buffer

Result list (right-click for optio| Delete result buffer(s)
Load model

16:18:36 - rules.DecisionTable
i 16:21:45 - trees.]48

Save model
Re-evaluate model on current test set

16:29:46 - trees.J48 Re-apply this model's configuration
‘ Visualize classifier errors
Visualize tree
Status Visualize margin curve
OK Visualize threshold curve [ 2
Cost/Benefit analysis >
WA B8 (ER Bllzeek@a¢ Visualize cost curve >

Step 5. After filtering the sourceip and destip features into Nominal attributes, the
testset.arff file will not be properly formatted. Weka will need to update the testset.arff
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dataset to be used by the classifier. Select the Yes button on the ClassifierPanel pop-up
panel.

[« ClassifierPanel - + X

Would you like to automatically wrap the classifier in
an “InputMappedClassifier” before proceeding?.

|_J Do not show this message again

6 Data used to train model and test set are not compatible.

(o | [

The classifier will generate new predictions, which can be viewed by saving the
resulting .arff file.
3.3 Viewing the predicted labels for the testdataset

To save the resulting .arff file,

Step 1. Within the Explorer panel, click the Visualize tab located at the top of the Explorer
panel to switch to the Visualize panel .

(o] Weka Explorer e
[ Preprocess T Classify T Cluster I Associate T Select attributes | Visualize |
Plot Matrix sourceip destip sourceport destport protocol duration
i
___________________ = o — A
class
£/
duration
R R Sl P | I I R
protocol 3 H 3 eEsmEsawesle o R R i v :
- 7 T
L)
PointSize: [1] () Update
Jitter: [®, Select Attributes
= G — V| —
Class Colour
Status
.
DK Log w x0
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Displayed will be resulting graphs from attribute correlations solved by the machine
learning classifier.

Step 2. Select the duration x duration graph, found in the sixth column (duration) and
second row (duration).

Plot Matrix sourceip destip sourceport destport protocol duration

class

duration

i i Sans ware P gmss gl G ol
Step 3. Click the Save button.
(o] Weka Explorer: Visualizing networktra...rs.unsupervised.attribute.Remove-R1 — + X
[)(: duration (Num} .v] lY: duration (Num) .V]
[Colour: class (Nom) .v} lSeIect Instance .v]
Reset | Clear || Open Jl save | Iitter

Plot: networktraffic-weka.filters.unsupervised.attribute. NumericToNominal-R2-3-weka.filters.unsupervised.attr...

w Iy
258520601 o .3 I{ . _m{ %‘ e
by B R0 Tl g
il ! - ~ HE:
x | e TR o
& 3 g
" * B Baecsis, - -
2
126260302 *
=
#
H
x%
=
%"X)?‘
3 T
3 129260302 258520601 1

Step 4. Navigate to the Lab workspace directory and save the DecisionTableResults.
Alternatively, use the GUI to navigate to the lab workspace directory to select the file. Use
the Save button to save the new DecisionTableResults file into Weka.

/home/zeek/Zeek-Labs/Sample-PCAP/DecisionTableResults
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(] Save = X

Look In: | (& Sample-PCAP v (@ (@)@ )| E] 8]
| testset.arff
trainset.arff

U - ®

File Name: /home/zeek/Zeek-Labs/Sample-PCAP/DecisionTableResults
Files of Type: |Arff data files v|
I Save || Cancel |

Step 5. Close all of the Weka tabs with the orange x on the top right corner of each panel.
Step 6. Return to the Terminal and navigate to the lab workspace directory.

cd ~/Zeek-Labs/Sample-PCAP/

kd zeek@admin: ~/Zeek-Labs/Sample-PCAP - + X

File Edit Tabs Help
zeek@admin:~$ icd Zeek-Labs/Sample-PCAP/

zeek@admin:~/Zeek-Labs/Sample-PCAPS |}

Step 7. Using a text editor, view the DecisionTableResults.arff file.
nano DecisionTableResults.arff
kd zeek@admin: ~/Zeek-Labs/Sample-PCAP =i

File Edit Tabs Help
zeek@admin:~/Zeek-Labs/Sample-PCAPS$ [nano DecisionTableResults.arff

zeek@admin:~/Zeek-Labs/Sample-PCAPS |

The file will be opened, and each data object will contain a new classification label.
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kd zeek@admin: ~/Zeek-Labs/Sample-PCAP =ahiX
File Edit Tabs Help
GNU nano 2.9.3 DecisionTableResults.arff

@relation networktraffic-weka.filters.unsupervised.attribute.NumericToNominal$

@attribute sourceip {10022,100215,19216813,65552560,172162551,655557251,19216%
@attribute destip {10022,10023,10112,100215,1002255,1721601,2454514,6443557,6$%
@attribute sourceport numeric

@attribute destport numeric

@attribute protocol {tcp,udp,icmp}

@attribute duration numeric

@attribute class {1,0}

@data

19216813,19216822,49526,1755,tcp, 3,1
172162551,18912644128,50983,3192, udp,259354,0
172162551,2049163158,10630,80,tcp, 150006,0
19216813,19216822,49526,9002,tcp, 3,1
19216813,19216822,49526,15660,tcp,4,1
19216813,19216822,49526,2607,tcp,4,1
172162551,255255255255,68,67,udp,?,0
1921683131,65549575,56332,80,tcp,6663279,0

Traffic found in the first row of data was labeled with a 1, as malicious traffic. Traffic found
in the second row of data was labeled with a 0, as benign traffic.

Concluding this lab, we have introduced the capabilities of implementing a machine
learning classifier to detect specific anomalies or events. Multiple classifiers can be used
for training network security classifiers, and the features within each training dataset can
have a profound impact on the classifier’s accuracy. By removing, modifying or adding
new features you can test the accuracy of a classifier. In this lab, we generated a Decision
Table that was capable of labeling malicious and benign traffic.
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