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Overview 
 
This lab briefly introduces iPerf3 and explains how it can be used to measure and test 
network throughput in a designed network topology. It demonstrates how to invoke both 
client-side and server-side options from the command line utility. 
 
 
Objectives 
 
By the end of this lab, students should be able to: 
 

1. Understand throughput and how it differs from bandwidth in network systems. 
2. Create iPerf3 tests with various settings on a designed network topology. 
3. Understand and analyze iPerf3’s test output. 
4. Visualize iPerf3’s output using a custom plotting script. 

 
 
Lab settings 
 
The information in Table 1 provides the credentials of the machine containing Mininet.  
 

Table 1. Credentials to access Client1 machine. 
 

Device 

 

 

Account 

 

 

Password 

 

Client1 admin password 

 
 
Lab roadmap 
 
This lab is organized as follows:  
 

1. Section 1: Introduction to iPerf3. 
2. Section 2: Lab topology. 
3. Section 3: Using iPerf3 (client and server commands). 
4. Section 4: Plotting iPerf3’s results. 

 
 
1 Introduction to iPerf 
 
Bandwidth is a physical property of a transmission media that depends on factors such as 
the construction and length of wire or fiber. To network engineers, bandwidth is the 
maximum data rate of a channel, a quantity measured in bits per second (bps)1. Having a 
high-bandwidth link does not always guarantee high network performance. In fact, 
several factors may affect the performance such as latency, packet loss, jitter, and others. 
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In the context of a communication session between two end devices along a network path, 
throughput is the rate in bps at which the sending process can deliver bits to the receiving 
process. Because other sessions will be sharing the bandwidth along the network path, 
and because these other sessions will recur, the available throughput can fluctuate with 
time2. Note, however, that sometimes the terms throughput and bandwidth are used 
interchangeably. 
 
iPerf3 is a real-time network throughput measurement tool. It is an open source, cross-
platform client-server application that can be used to measure the throughput between 
the two end devices. A typical iPerf3 output contains a timestamped report of the amount 
of data transferred and the throughput measured. 
 

 
Figure 1. Throughput measurement with iPerf3. 

 
Measuring throughput is particularly useful when experiencing network bandwidth issues 
such as delay, packet loss, etc. iPerf3 can operate on Transmission Control Protocol (TCP), 
User Datagram Protocol (UDP), and Stream Control Transmission Protocol (SCTP).  
 
In iPerf3, the user can set client and server configurations via options and parameters and 
can create data flows to measure the throughput between the two end hosts in a 
unidirectional or bidirectional way. iPerf3 outputs a timestamped report of the amount 
of data transferred and the throughput measured3. 
 
 
2 Lab topology 
 
Let’s get started with creating a simple Mininet topology using MiniEdit. The topology 
uses 10.0.0.0/8 which is the default network assigned by Mininet. 
  

 
Figure 2. Mininet’s default minimal topology. 

 
Step 1. A shortcut to MiniEdit is located on the machine’s Desktop. Start MiniEdit by 
clicking on MiniEdit’s shortcut. When prompted for a password, type password. 
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Figure 3. MiniEdit shortcut. 

 
Step 2. On MiniEdit’s menu bar, click on File then Open to load the lab’s topology. Locate 
the Lab 2.mn topology file in the default directory, /home/admin/lab_topologies, and 
click on Open. 

 
Figure 4. MiniEdit’s Open dialog. 

 
Step 3. Before starting the measurements between host h1 and host h2, the network 
must be started. Click on the Run button located at the bottom left of MiniEdit’s window 
to start the emulation.  
 

 
Figure 5. Running the emulation. 

 
The above topology uses 10.0.0.0/8 which is the default network assigned by Mininet.  
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2.1 Starting host h1 and host h2 

 
Step 1. Hold the right-click on host h1 and select Terminal. This opens the terminal of 
host h1 and allows the execution of commands on that host.  
 

 

Figure 6. Opening a terminal on host h1. 

 
Step 2. Test connectivity between the end-hosts using the ping command. On host h1, 
type the command ping 10.0.0.2. This command tests the connectivity between host 
h1 and host h2. To stop the test, press Ctrl+c. The figure below shows a successful 
connectivity test. 
 

 
Figure 7. Connectivity test using ping command. 

 
The figure above indicates that there is connectivity between host h1 and host h2. Thus, 
we are ready to start the throughput measurement process.  
 
 
3 Using iPerf3 (client and server commands) 
 
Since the initial setup and configuration are done, it is time to start a simple throughput 
measurement. The user interacts with iPerf3 using the iperf3 command. The basic 
iperf3 syntax used on both the client and the server is as follows: 
 
iperf3 [-s|-c] [ options ]          



    
Lab 2: Introduction to Iperf3 

 
  Page 7  

 
 
3.1 Starting client and server 

 
Step 1. Hold the right-click on host h2 and select Terminal. This opens the terminal of host 
h2 and allows the execution of commands on that host.  
 

 

Figure 8. Opening a terminal on host h2. 

 
Step 2. To launch iPerf3 in server mode, run the command iperf3 -s in host h2’s 
terminal as shown in the figure below: 
 
iperf3 -s          

 

 
Figure 9. Host h2 running iPerf3 server. 

 
The parameter -s in the command above indicates that the host is configured as a server. 
Now, the server is listening on port 5201 waiting for incoming connections. 
 
Step 3. Now to launch iPerf3 in client mode, run the command iperf3 -c 10.0.0.2 in 
host h1’s terminal as shown in the figure below: 
 
iperf3 -c 10.0.0.2        
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Figure 10. Host h1 running iPerf3 as client.  

 

The parameter -c in command above indicates that host h1 is configured as a client. The 
parameter 10.0.0.2 is the server’s (host h2) IP address. Once the test is completed, a 
summary report on both the client and the server is displayed containing the following 
data: 
 

• ID: identification number of the connection.  

• Interval: time interval to periodically report throughput. By default, the time 
interval is 1 second. 

• Transfer: how much data was transferred in each time interval. 

• Bitrate: the measured throughput in in each time interval.  

• Retr: the number of TCP segments retransmitted in each time interval. This field 
increases when TCP segments are lost in the network due to congestion or 
corruption. 

• Cwnd: indicates the congestion windows size in each time interval. TCP uses this 
variable to limit the amount of data the TCP client can send before receiving the 
acknowledgement of the sent data. 

 
The summarized data, which starts after the last dashed line, shows the total amount of 
transferred data is 52.1 Gbyte and the throughput 44.8 Gbps.  
 
Step 4. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too. The summarized data on the server is similar 
to that of the client side’s and must be interpreted in the same way.  
 
 
3.2 Setting transmitting time period 

 
Setting the transmission time period is configured solely on the client. To change the 
default transmission time, apply the following steps: 
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Step 1. Start the iPerf3 server on host h2. 
 
iperf3 -s          

 

 
Figure 11. Host h2 running iPerf3 as server. 

 
Step 2. Start the iPerf3 client with the -t option followed by the number of seconds. 
 
iperf3 -c 10.0.0.2 -t 5        

 

 
Figure 12. Host h1 transmitting for 5 seconds. 

 
The above command starts an iPerf3 client for a 5-second time period transmitting at an 
average rate of 44.5 Gbps. 
 
Step 3. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too.  
 
 
3.3 Setting time interval 

 
In this test, the user will configure the client to perform a throughput test with 2-seconds 
reporting time interval on both the client and the server. Note the default 1-second 
interval period in Figure 12.  
 
The -i option allows setting the reporting interval time in seconds. In this case the value 
should be set to 2 seconds on both the client and the server. 
 
Step 1. Setting the interval value on the server (host h2’s terminal): 
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iperf3 -s -i 2         

 

 
Figure 13. Host h2 running iPerf3 as server. 

 
Step 2. Setting the interval value on the client (host h1’s terminal): 
 
iperf3 -c 10.0.0.2 -i 2        

 

 
Figure 14. Host h1 and host h2 reporting every 2 seconds. 

 
Note that the -i option can be specified differently on the client and the server. For 
example, if the -i option is specified with the value 3 on the client only, then the client 
will be reporting every 3 seconds while the server will be reporting every second (the 
default -i value). 
 
Step 3. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too.  
 
 
3.4 Changing the number of bytes to transmit 

 
In this test, the client is configured to send a specific amount of data by setting the 
number of bytes to transmit. By default, iPerf3 performs the throughput measurement 
for 10 seconds. However, with this configuration, the client will keep sending packets until 
all the bytes specified by the user were sent.  
 
Step 1. Type the following command on host h2’s terminal to start the iPerf3 server.  
 
iperf3 -s          
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Figure 15. Host h2 running iPerf3 as server. 

 
Step 2. This configuration is only set on the client (host h1’s terminal) using the -n option 
as follows: 
 
iperf3 -c 10.0.0.2 -n 16G       

 
The -n option in the above command indicates the amount of data to transmit: 16 Gbytes. 
The user can specify other scale values, for example, 16M is used to send 16 Mbytes. 
 

 
Figure 16. Host h1 sending 16 Gbps of data. 

 
Note the total time spent for sending the 16 Gbytes of data is 3.11 seconds and not the 
default transmitting time used by iPerf3 (10 seconds). 
 
Step 3. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too.  
 
 
3.5 Specifying the transport-layer protocol 

 
So far, the throughput measurements were conducted on the TCP protocol, which is the 
default configuration protocol. In order to change the protocol to UDP, the user must 
invoke the option -u on the client side. Similarly, the option --sctp is used for the SCTP 
protocol. iPerf3 automatically detects the transport-layer protocol on the server side. 
 
Step 1. Start the iPerf3 server on host h2. 
 
iperf3 -s          



    
Lab 2: Introduction to Iperf3 

 
  Page 12  

 

 
Figure 17. Host h2 running iPerf3 as server. 

 
Step 2. Specify UDP as the transport-layer protocol using the -u option as follows. 
 
iperf3 -c 10.0.0.2 -u       

 

 
Figure 18. Host h1 sending UDP datagrams. 

 
Once the test is completed, it will show the following summarized data: 
 

• ID, Interval, Transfer, Bitrate: Same as TCP. 

• Jitter: the difference in packet delay. 

• Lost/Total: indicates the number of lost datagrams over the total number sent to 
the server (and percentage).  

 
After the dashed lines, the summary is displayed, showing the total amount of transferred 
data (1.25 Mbytes) and the maximum achieved bandwidth (1.05 Mbps), over a time 
period of 10 seconds. The Jitter, which indicates in milliseconds (ms) the variance of time 
delay between data packets over a network, has a value of 0.010ms. Finally, the lost 
datagrams value is 0 (zero) and the total datagram which the server has received was 906, 
and thus, the loss rate is 0%. These values are reported on the server as well.  
 
Step 3. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too.  
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3.6 Changing port number 

 
If the user wishes to measure throughput on a specific port, the -p option is used to 
configure both the client and the server to send/receive packets or datagrams on the 
specified port. 
 
Step 1. Start the iPerf3 server on host h2. Use the -p option to specify the listening port. 
 
iperf3 -s -p 3250            

 

 
Figure 19. Host h2 running iPerf3 as server on port 3250. 

 
Step 2. Start the iPerf3 client on host h1. Use the -p option to specify the server’s listening 
port. 
 
iperf3 -c 10.0.0.2 -p 3250            

 

 
Figure 20. Host h2 running on port 3250. 

 
Step 3. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too.  
 
 
3.7 Export results to JSON file 

 
JSON (JavaScript Object Notation) is a lightweight data-interchange format. iPerf3 allows 
exporting the test results to a JSON file, which makes it easy for other applications to 
parse the file and interpret the results (e.g. plot the results). 
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Step 1. Start the iPerf3 server on host h2. 
 
iperf3 -s          

 

 
Figure 21. Host h2 running iPerf3 as server. 

 
Step 2. Start the iPerf3 client on host h1. Specify the -J option to display the output in 
JSON format. 
 
iperf3 -c 10.0.0.2 -J             

 

 
Figure 22. Host h1 using -J to output JSON to standard output (stdout). 

 
The -J option outputs JSON text to the screen through standard output (stdout) after the 
test is done (10 seconds by default). It is often useful to export the output to a file that 
can be parsed later by other programs. This can be done by redirecting the standard 
output to a file using the redirection operator in Linux >. 
 
iperf3 -c 10.0.0.2 -J > test_results.json      

 

 
Figure 23. Host h1 using -J to output JSON and redirecting stdout to file. 

 
After creating the JSON file, the ls command is used to verify that the file is created. The 
cat command can be used to display the file’s contents. 
 
Step 3. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too. 
 
 
3.8 Handle one client 

 
By default, an iPerf3 server keeps listening to incoming connections. To allow the server 
to handle one client and then stop, the -1 option is added to the server.  
 
Step 1. Start the iPerf3 server on host h2. Use the -1 option to accept only one client. 
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iperf3 -s -1               

 

 
Figure 24. Host h2 running a server with one connection only. 

 
Step 2. Start the iPerf3 client on host h1.  
 
iperf3 -c 10.0.0.2                

 

 
Figure 25. Host h1 running an iPerf3 client. 

 
After this test is finished, the server stops immediately. 
 
 
4 Plotting iPerf3 results 
 
In section 3.7, iPerf3’s result was exported to a JSON file to be processed by other 
applications. A script called plot_iperf.sh is installed and configured on the Client’s 

machine. It accepts a JSON file as input and generates PDF files plotting several variables 
produced by iPerf3. 
 
Step 1. Start the iPerf3 server on host h2. 
 
iperf3 -s          
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Figure 26. Host h2 running iPerf3 as server. 

 
Step 2. Start the iPerf3 client on host h1. Specify the -J option to produce the output in 
JSON format and redirect the output to the file test_results.json. Any data previously 
stored in this file will be replaced with current output as the > operator is being used  here. 
 
iperf3 -c 10.0.0.2 -J > test_results.json      

 

 
Figure 27. Host h1 using -J to output JSON and redirecting stdout to file. 

 
Step 3. To generate the output for iPerf3’s JSON file run the following command: 
 
plot_iperf.sh test_results.json             

 

 
Figure 28. plot_iperf.sh script generating output results. 

 
This plotting script generates PDF files for the following fields: congestion window 
(cwnd.pdf), retransmits (retransmits.pdf), Round-Trip Time (RTT.pdf), Round-Trip Time 
variance (RTT_Var.pdf), throughput (throughput.pdf), maximum transmission unit 
(MTU.pdf), bytes transferred (bytes.pdf). The plotting script also generates a CSV file 
(1.dat) which can be used by other applications. These files are stored in a directory 
results created in the same directory where the script was executed as shown in the figure 
below.  
 

 
Figure 29. Listing the current directory’s contents using the ls command.  

 
Step 4. Navigate to the results folder using the cd command. 
 
cd results/             
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Figure 30. Entering the results directory using the cd command. 

 
Step 5. To open any of the generated files, use the xdg-open command followed by the 
file name. For example, to open the throughput.pdf file, use the following command: 
 
xdg-open throughput.pdf 

 

 
Figure 31. Opening the throughput.pdf file using xdg-open. 

 

 
Figure 32. throughput.pdf output. 

 
Step 6. In order to stop the server, press Ctrl+c in host h2’s terminal. The user can see 
the throughput results in the server side too.  
 
This concludes Lab 2. Stop the emulation and then exit out of MiniEdit. 
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