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Lab 1: Introduction to Mininet

Overview

This lab provides an introduction to Mininet, a virtual testbed used for testing network
tools and protocols. It demonstrates how to invoke Mininet from the command-line
interface (CLI) utility and build and emulate topologies using a graphical user interface
(GUI) application. In this lab, you will use Containernet, a Mininet network emulator fork
that uses Docker containers as hosts in emulated network topologies. However, all the
concepts covered are bounded to Mininet.

Objectives
By the end of this lab, you should be able to:

Understand what Mininet is and why it is useful for testing network topologies.
Invoke Mininet from the CLI.

Construct network topologies using the GUI.

Save/load Mininet topologies using the GUI.

Configure the interfaces of a router using the CLI.

uhwWwNE

Lab settings
The information in Table 1 provides the credentials of the machine containing Mininet.

Table 1. Credentials to access Client machine.

Device Account Password

Client admin password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction to Mininet.
2. Section 2: Invoke Mininet using the CLI.
3. Section 3: Build and emulate a network in Mininet using the GUI.
4. Section 4: Configure router r1.
1 Introduction to Mininet

Mininet is a virtual testbed enabling the development and testing of network tools and
protocols. With a single command, Mininet can create a realistic virtual network on any

type of machine (Virtual Machine (VM), cloud-hosted, or native). Therefore, it provides
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Lab 1: Introduction to Mininet

an inexpensive solution and streamlined development running in line with production
networks®. Mininet offers the following features:

e Fast prototyping for new networking protocols.

e Simplified testing for complex topologies without the need of buying expensive
hardware.

e Realistic execution as it runs real code on the Unix and Linux kernels.

e Open-source environment backed by a large community contributing extensive
documentation.

S

s3

Mininet Emulated Network Hardware Network
Figure 1. Hardware network vs. Mininet emulated network.

Mininet is useful for development, teaching, and research as it is easy to customize and
interact with it through the CLI or the GUI. Mininet was originally designed to experiment
with OpenFlow? and Open Virtual Network (Open vSwitch)®. This lab, however, only
focuses on emulating a simple network environment without Open vSwitch devices.

Mininet’s logical nodes can be connected into networks. These nodes are sometimes
called containers, or more accurately, network namespaces. Containers consume
sufficiently fewer resources that networks of over a thousand nodes have created,
running on a single laptop. A Mininet container is a process (or group of processes) that
no longer has access to all the host system’s native network interfaces. Containers are
then assigned virtual Ethernet interfaces, which are connected to other containers
through a virtual switch® Mininet connects a host and a switch using a virtual Ethernet
(veth) link. The veth link is analogous to a wire connecting two virtual interfaces, as
illustrated below.

Network namespace 1 Network namespace 2
Host 1 Host 2
| eth0 | eth0 |
| vethl | veth2 |
Software switch

Root namespace

Figure 2. Network namespaces and virtual Ethernet links.
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Lab 1: Introduction to Mininet

Each container is an independent network namespace, a lightweight virtualization feature
that provides individual processes with separate network interfaces, routing tables, and
Address Resolution Protocol (ARP) tables.

Mininet provides network emulation opposed to simulation, allowing all network
software at any layer to be simply run as is; i.e., nodes run the native network software
of the physical machine. On the other hand, in a simulated environment applications and
protocol implementations need to be ported to run within the simulator before they can
be used.

2 Invoke Mininet using the CLI

The first step to start Mininet using the CLI is to start a Linux terminal.

2.1 Invoke Mininet using the default topology

Step 1. Click on the Client tab to access the Client PC.

] Topology & Content * |+ Status m

Figure 3. Accessing the Client PC.

Step 2. Launch a Linux terminal by clicking on the icon located on the taskbar.

Figure 4. Shortcut to open a Linux terminal.

The Linux terminal is a program that opens a window and permits you to interact with a
command-line interface (CLI). A CLl is a program that takes commands from the keyboard
and sends them to the operating system for execution.

Step 3. To start a minimal topology, enter the command shown below. When prompted
for a password, type and hit enter. Note that the password will not be visible
as you type it.

sudo mn
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Lab 1: Introduction to Mininet

= Lubuntu@

File Actions Edit View Help

Lubuntu@admin: ~

Lubuntu@admin:~$ |sudo mn
[sudo] password for Lubuntu:
*** Creating network
*** Adding controller
*** Adding hosts:
hl h2
*** Adding switches:
sl
*%** Adding links:
Chl, st) (h2, s1)
*** Configuring hosts
hli h2
Starting controller

Starting 1 switches

x** Starting CLI:
containernet> l

Figure 5. Starting Mininet using the CLI.

The above command starts Mininet with a minimal topology, which consists of a switch
connected to two hosts as shown below.

10.0.01 10.0.0.0/8 10.0.02

s1-eth1

h1-ethO

h1 s1 h2
Figure 6. Mininet’s default minimal topology.

When issuing the command, Mininet initializes the topology and launches its
command line interface which looks like this:

containernet>

Step 4. To display the list of Mininet CLI commands and examples on their usage, type the
following command:

help
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Lab 1: Introduction to Mininet

|

Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

containernet> |help
documented commands

iperfudp nodes pingpair py switch
link noecho pingpairfull quit time
links pingall ports sh X

net pingallfull px source xterm

You may also send a c 1and to a node using:
<node> command {args

For example:
mininet> h1l ifconfig

The interpreter automatically substitutes IP address
for node names when a node is the first arg, so commands
like
mininet> h2 ping h3
should work.

Some character-oriented interactive commands require
noecho:
mininet> noecho h2 vi foo.py
However, starting up an xterm/gterm is generally better:
mininet> xterm h2

containernet> |

Figure 7. Mininet’s command.

Step 5. To display the available nodes, type the following command:

nodes

" Lubuntu@

File Actions Edit View Help

Lubuntu@admin: ~

containernet> |nodes
available nodes are:
c® hl h2 si

containernet> |}

Figure 8. Mininet’s command.

The output of this command shows that there is a controller, two hosts (host h1 and host
h2), and a switch (s1).

Step 6. It is useful sometimes to display the links between the devices in Mininet to
understand the topology. Issue the command shown below to see the available links.

net
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Lab 1: Introduction to Mininet

| 2R

File

Lubuntu@

Actions Edit View Help

Lubuntu@admin: ~

containernet> |net
hl hl-eth®:s1-ethil
h2 h2-eth0:sl1-eth2

sl-ethl:hl-eth® sl1-eth2:h2-etho

containernet> [}

Figure 9. Mininet’s command.

The output of this command shows that:

Host h1lis connected using its network interface h1-eth0 to the switch on interface
sl-ethl.
Host h2 is connected using its network interface h2-eth0 to the switch on interface
sl-eth2.
Switch s1:

a. has aloopback interface lo.

b. connects to h1-ethO through interface s1-ethl.

c. connects to h2-eth0 through interface s1-eth2.
Controller c0 is the brain of the network, where it has a global knowledge about
the network. A controller instructs the switches on how to forward/drop packets
in the network.

Mininet allows you to execute commands on a specific device. To issue a command for a
specific node, you must specify the device first, followed by the command.

Step 7.

To proceed, issue the command:

hl ifconfig
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Lab 1: Introduction to Mininet

= Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

ifconfig
163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
netmask 255.0.0.0 broadcast 0.0.0.0
ether fe:cc:3a:51:af:27 txqueuelen 1000 (Ethernet)
RX packets 23 bytes 3089 (3.0 KB)
RX errors © dropped © overruns 0 frame 0
TX packets 3 bytes 270 (270.0 B)
TX errors © dropped O overruns © carrier ® collisions 0

| | flags=73<UP,LOOPBACK,RUNNING> mtu 65536

inet 127.0.0.1 netma 255.0.0.0

inet6é ::1 prefixlen 128 scopeid 0x10<host>
loop txqueuelen 1000 (Local Loopback)

RX packets © bytes 0 (0.0 B)

RX errors © dropped © overruns 0 frame 0

TX packets © bytes 0 (0.0 B)

TX errors © dropped © overruns © carrier © collisions 0

containernet> |}

Figure 10. Output of command.

This command executes the Linux command on host h1. The command shows
host h1’sinterfaces. The display indicates that host h1 has an interface h1-ethO configured
with IP address 10.0.0.1, and another interface lo configured with IP address 127.0.0.1
(loopback interface).

2.2 Test connectivity

Mininet’s default topology assigns the IP addresses 10.0.0.1/8 and 10.0.0.2/8 to host h1
and host h2, respectively. To test connectivity between them, you can use the command
pingl. The ping command operates by sending Internet Control Message Protocol (ICMP)
Echo Request messages to the remote computer and waiting for a response. Information
available includes how many responses are returned and how long it takes for them to
return.

Step 1. On the CLI, type the command shown below. This command tests the connectivity
between host hl and host h2. To stop the test, press [Ctr1+c| The figure below shows a
successful connectivity test.

hl ping 10.0.0.2
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Lab 1: Introduction to Mininet

Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

containernet> |hl ping 10.0.0.2

PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data.
from 10.0.0.2: icmp_seq=1 ttl=64 time=14.7 ms
from 10.0.0.2: icmp_seq=2 ttl=64 time=0.281 ms
from 10.0.0.2: icmp_seq=3 ttl=64 time=0.049 ms

0.2 ping statistics
3 packets transmitted, 3 received, 0% packet loss, time 5ms
rtt min/avg/max/mdev = 0.049/5.005/14.687/6.846 ms
contailnernet> I

Figure 11. Connectivity test between host h1l and host h2.

Step 2. Stop the emulation by typing the following command:
exit

L

Lubuntu@admin: ~
File Actions Edit View Help

Lubuntu@admin: ~
containernet> |exit
*** Stopping 1 controllers
cO
*** Stopping 2 links

Stopping switches
Stopping 2 hosts

2

Done

completed in 520

.383 seconds
Lubuntu@admin:~$ |

Figure 12. Stopping the emulation using [exit]
The command is often used on the Linux terminal (not on the Mininet CLI)
to clean a previous instance of Mininet (e.g., after a crash).
3 Build and emulate a network in Mininet using the GUI

In this section, you will use the application MiniEdit> to deploy the topology illustrated
below. MiniEdit is a simple GUI network editor for Mininet.

10.0.01 10.0.0.0/8 10.0.02

s1-eth2

h1-ethO h2-ethO

h1 s1 h2
Figure 13. Lab topology.
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Lab 1: Introduction to Mininet

3.1 Build the network topology

Step 1. A shortcut to MiniEdit is located on the machine’s desktop. Start MiniEdit by
clicking on MiniEdit’s shortcut. When prompted for a password, type password|.

Computer

d
-

Miniedit

Figure 14. MiniEdit desktop shortcut.

MiniEdit will start, as illustrated below.

MiniEdit

File Edit Runm Help

s/gReem -

F Y
—

ry

=

c

2
=

Stop [Fj

Figure 15. MiniEdit Graphical User Interface (GUI).

The main buttons in this lab are:
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Lab 1: Introduction to Mininet

1. Select: allows selection/movement of the devices. Pressing Del on the keyboard
after selecting the device removes it from the topology.

2. Host: allows addition of a new host to the topology. After clicking this button, click
anywhere in the blank canvas to insert a new host.

3. Legacy switch: allows addition of a new legacy switch to the topology. After
clicking this button, click anywhere in the blank canvas to insert the switch.

4. Link: connects devices in the topology (mainly switches and hosts). After clicking
this button, click on a device and drag to the second device to which the link is to
be established.

5. Run: starts the emulation. After designing and configuring the topology, click the
run button.

6. Stop: stops the emulation.

Step 2. To build the topology illustrated in Figure 13, two hosts and one switch must be
deployed. Deploy these devices in MiniEdit, as shown below.

File Edit Run Help

sl

hl

/guoen -

Figure 16. MiniEdit’s topology.

Use the buttons described in the previous step to add and connect devices. The
configuration of IP addresses is described in Step 3.

Step 3. Configure the IP addresses of host hl and host h2. Host h1l’s IP address is
10.0.0.1/8 and host h2’s IP address is 10.0.0.2/8. A host can be configured by holding the
right click and selecting properties on the device. For example, host h2 is assigned the IP
address 10.0.0.2/8 in the figure below.
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Lab 1: Introduction to Mininet

- MiniEdit - O X

? Properties | VLAN lnterfaces‘ External Interfaces[ Private Directories \
Hostname: h2
IP Address:[10.0.0.2/¢ | |
Default Route:
_ Host Options Amount CPU: host —

Start Command:

Stop Command:
OK Il Cancel

Figure 17. Configuration of a host’s properties.
3.2 Test connectivity

Before testing the connection between host hl and host h2, the emulation must be
started.

Step 1. Click on the Run button to start the emulation. The emulation will start and the
buttons of the MiniEdit panel will gray out, indicating that they are currently disabled.

Stop |’.\J7
Figure 18. Starting the emulation.

Step 2. Open a terminal on host hl by holding the right click on host hl and selecting
Terminal. This opens a terminal on host h1 and allows the execution of commands on the
host h1. Repeat the procedure on host h2.
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- .

Host Options h2

Terminal

Figure 19. Opening a terminal on host h1.

The network and terminals at host h1l and host h2 will be available for testing.

File Edit Run Help

L3

"Host: h2"

root@admin:~# [] root@admin:~# |J

Figure 20. Terminals at host h1 and host h2.
Step 3. On host h1’s terminal, type the command shown below to display its assigned IP

addresses. The interface hi1-ethO at host hl should be configured with the IP address
10.0.0.1 and subnet mask 255.0.0.0.

ifconfig
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Lab 1: Introduction to Mininet
"Host: h1"

ags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 10.0.0.1 netmask 255.0.0.0 broadcast 0.0.0.0
ether 8a:06:a5:6b:1e:9b txqueuelen 1000 (Ethernet)
RX packets 24 bytes 3179 (3.1 KB)
RX errors © dropped © overruns © frame ©
TX packets 3 bytes 270 (270.0 B)
TX errors © dropped © overruns © carrier © collisions ©

| flags=73<UP,LOOPBACK,RUNNING> mtu 65536
inet 127.0.0.1 netmask 255.0.0.0
inet6 ::1 prefixlen 128 scopeid 0x10<host>
loop txqueuelen 1000 (Local Loopback)
RX packets © bytes 0 (0.0 B)
RX errors © dropped © overruns @ frame 0
TX packets © bytes 0 (0.0 B)
TX errors © dropped © overruns © carrier @ collisions ©

root@admin:~# [}

Figure 21. Output of [i fconfig] command on host h1.

Repeat Step 3 on host h2. Its interface h2-ethO should be configured with IP address
10.0.0.2 and subnet mask 255.0.0.0.

Step 4. On host hl’s terminal, type the command shown below. This command tests the
connectivity between host hl and host h2. To stop the test, press [ctrl+d. The figure
below shows a successful connectivity test.

ping 10.0.0.2

"Host: h1"

root@admin:~# |ping 10.0.0.2

PING 10.0.0.2 (10.0.0.2) 56(84) bytes of data.

64 bytes from 10.0.0.2: icmp seq=1 ttl=64 time=0.540 ms
bytes from 10.0.0.2: icmp seq=2 ttl=64 time=0.047 ms
bytes from 10.0.0.2: icmp seq=3 ttl=64 time=0.049 ms

10.0.0.2 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss, time 41ms
rtt min/avg/max/mdev = 0.047/0.212/0.540/0.231 ms
dmin:~# l

Figure 22. Connectivity test using command.

Step 5. Stop the emulation by clicking on the Stop button.
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Run |

2

Figure 23. Stopping the emulation.

3.3 Automatic assignment of IP addresses

In the previous section, you manually assigned IP addresses to host hl and host h2. An
alternative is to rely on Mininet for an automatic assignment of IP addresses (by default,
Mininet uses automatic assignment), which is described in this section.

Step 1. Remove the manually assigned IP address from host h1. Hold right-click on host
h1, Properties. Delete the IP address, leaving it unassigned, and press the OK button as
shown below. Repeat the procedure on host h2.

MiniEdit
Run Help
Properties | VLAN Interfaces External Interfaces\ Private Directories|
ﬁ Hostname: h1
s1 IP Address: | |
X Default Route:
\ Amount CPU: | host —
; Cores:
‘ ﬁ Start Command:
Host Options | h2 Stop Command:
|
I OK ” Cancel

Figure 24. Host h1 properties.

Step 2. Click on Edit, Preferences button. The default IP base is 10.0.0.0/8. Modify this
value to 15.0.0.0/8, and then press the OK button.
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| MiniEdit
File m Run Help
Cut
[ X
,@ - Preferences -0 X
* E IPBase: [150008] ] -sFlow Profile for Open vSwitch
(\ sl Default Terminal: xterm — Target:

E Start CL:: Sampling: 400
‘ i 7 Header: 128
‘ Default Switch: Open vSwitch Kernel Mode — I Polling: |30

=< Open vSwitch
- |! L -NetFlow Profile for Open vSwitch
h2 OpenFlow 1.0: v
\ ‘ 2 OpenFlow 1.1: I Toree
openFIow 1'2: Active Timeout: 600
= B - Add ID to Interface:
= OpenFlow 1.3: |
dpcti port:

| oK I Cancel

Figure 25. Modification of the IP Base (network address and prefix length).

Step 3. Run the emulation again by clicking on the Run button. The emulation will start
and the buttons of the MiniEdit panel will be disabled.

Stap ||"‘~17

Figure 26. Starting the emulation.

Step 4. Open a terminal on host hl by holding the right click on host h1l and selecting
Terminal.

File Edit Run Help

Host Options h2

Terminal

Figure 27. Opening a terminal on host h1.

Step 5. Type the command shown below to display the IP addresses assigned to host h1l.
The interface hl-ethO at host hl now has the IP address 15.0.0.1 and subnet mask
255.0.0.0.

ifconfig
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"Host: h1"

:~# |ifconfig
i flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
“inet 15.0.0.1 netmask 255.0.0.0 broadcast 0.0.0.0
ether ae:25:16:62:66:d2 txqueuelen 1000 (Ethernet)
RX packets 18 bytes 2554 (2.5 KB)
errors © dropped © overruns © frame ©
( packets 3 bytes 270 (270.0 B)
errors © dropped © overruns © carrier © collisions ©

, LOOPBACK,RUNNING> mtu 65536
27.0.0.1 netmask 255.0.0.0
::1 prefixlen 128 scopeid 0x10<host>
loop txqueuelen 1000 (Local Loopback)
RX packets © bytes 0 (0.0 B)
RX errors © dropped © overruns © frame 0
TX packets © bytes 0 (0.0 B)
TX errors © dropped © overruns © carrier © collisions ©

root@admin:

Figure 28. Output of [i fconfig] command on host h1.

You can also verify the IP address assigned to host h2 by repeating Steps 4 and 5 on host
h2’s terminal. The corresponding interface h2-ethO at host h2 has now the IP address
15.0.0.2 and subnet mask 255.0.0.0.

Step 6. Stop the emulation by clicking on Stop button.

Run |

K

Figure 29. Stopping the emulation.

3.4 Save and load a Mininet topology

In this section you will save and load a Mininet topology. It is often useful to save the
network topology, particularly when its complexity increases. MinikEdit enables you to
save the topology to a file.

Step 1. Save the current topology by clicking on File then Save. A new window will emerge.

Provide a name for the topology and save it in the local folder. In this case, we used
myTopology as the topology name.
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Edit Run Help
New

Open

[save]

Export Level 2 Script

Quit E — Save the topology as... -0 X

[ & = Directory: [fhome/Lubuntu/Network Management/labl| —-‘ m‘

==/ / \ [ labl.mn

\ hl ‘ h2

==l File name: [myTopology| l ‘

Files of type:  Mininet Topology (*.mn) —|  cancel ‘

Figure 30. Saving the topology.

Edit Run Help

‘New
Export Level 2 Script
Directory:  /home/Lubuntu/Network Management/labl ‘ @ ‘
Quit |
- E Bl labl.mn
i = sl | myTopology.mn
— (] [ | Kl ]
N h1 h2 File name: labl.mn Open ‘
=, Files of type: Mininet Topology (*.mn) ,4-‘ Cancel

Figure 31. Opening a topology.

This concludes Lab 1. Stop the emulation and then exit out of MiniEdit and Linux terminal.
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Overview

This lab introduces NetFlow which is a network protocol developed by Cisco for collecting
IP traffic information and monitoring network flow. NetFlow enabled switches or routers
are called NetFlow exporters, which examine each packet and create flows from these
packets. These collected flows are exported to an external device known as NetFlow
collector which then organizes the flow records into a format that allows the
administrator to further analyze the traffic>. The focus of this lab is to explore how
NetFlow exporter and collector work in Open Virtual Switch (Open vSwitch) and analyze
the collected flows using Wireshark packet analyzer.

Objectives

By the end of this lab, you should be able to:

PwnNE

Lab settings

Understand the concept of NetFlow.

Understand how NetFlow works in Open vSwitch.
Enable NetFlow in Open vSwitch.

Analyze NetFlow records using Wireshark.

The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device

Account

Password

Client

admin

password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction.

2. Section 2: Lab topology.

3. Section 3: Launching NetFlow exporter.

4. Section 4: Analyzing NetFlow records using Wireshark.
1 Introduction

Monitoring IP traffic flows facilitates more accurate capacity planning. It enables resource
alignment which ensures that resources are used appropriately in support of
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Lab 2: Introduction to NetFlow

organizational goals. When the network behavior is understood, it improves the business
process, reduces vulnerability of the network, and allows efficient operation of the
network!. Among many of the network traffic monitoring tools, Cisco’s NetFlow is widely
used in organizations since it provides some additional features like attack detection,
lower cost of network security monitoring and enhance network visibility®.

1.1 Introduction to NetFlow

NetFlow provides a detailed view of application flows on the network. Initially, NetFlow
was created for billing and accounting of network traffic and to measure other IP traffic
characteristics such as bandwidth utilization and application performance. Nowadays,
NetFlow is also used for security analysis. NetFlow allows the administrator to see what
is happening across the network, identify DDoS attacks and monitor network usage®.

NetFlow is one-way traffic technology. When a request from a client to the server is sent,
NetFlow exporter looks into the packet header and creates a flow record. The flow record
contains information about the source address, destination addresses, ports, and all other
information. When the server responds to the client, another flow record is created. The
subsequent packets with the same attributes update the previously created flow records
(e.g.: number of bytes, duration of communication). When the communication is over,
flow records are sent to NetFlow collector’.

Among all the NetFlow versions, version 5 and version 9 are widely used. NetFlow v5 is
the most popular version and is still supported by many router brands. It offers a fixed
packet format, making NetFlow traffic monitoring and reporting easier since the contents
of each packet are quickly identifiable®. NetFlow v9 is template based where users can
freely choose which fields to have in the exported NetFlow packets. it is mostly used to
report flows such as IPv6, Multiprotocol Label Switching (MPLS) and Border Gateway
Protocol (BGP)®.

@ NetFlow
» U » Collector
NetFl .

Figure 1. NetFlow architecture.

Consider Figure 1. Router r1 is acting as NetFlow exporter which creates network traffic
records. Flows are stored in a local database called NetFlow cache. Once all the flows are
collected, the records are transmitted to the NetFlow collector.

1.2 NetFlow in Open vSwitch
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Open vSwitch NetFlow support is all about visibility into the virtual switch infrastructure.
It allows users to monitor both incoming and outgoing traffic of the Open vSwitch. It
significantly improves the ability to secure virtual environments, provides an analysis,
diagnosis, and problem-solving platform for the virtual network activities. A basic list of
information elements that are exported in NetFlow includes source IP address,
destination IP address, source port, destination port, protocol, packets, bytes, class of
service3.

Open vSwitch only supports NetFlow version 5. The ovs-vsctl command-line tool is used
to configure NetFlow. There are two steps involved in attaching a NetFlow monitor to a
switch: defining the monitor and linking a switch to it*.

1.3 NetFlow format output fields

This section focuses on detailed explanation of packet formats and fields. Consider Figure
2. The Packet header is the first part of an export packet and provides basic information
about the packet. Information included in the packet header is the NetFlow version,
number of flow records, flow sequence, timestamp, type of flow switching engine
(EngineType), slot number of flow switching engine (Engineld)®.

Version Count

SysUptime

Timestamp

Flow sequence

EngineType Engineld

Figure 2. NetFlow packet header format.
Consider Figure 3. The figure shows the format of a flow record which includes source

and destination IP address, next-hop IP address, in port and out port, total packets, total
bytes and other information®.
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Source IP address

Destination IP address

Next-hop IP address

Input ifIndex

Output ifindex

Packets

Bytes

Source port

Destination port

Padding

TCP flags

IP protocol

TOS

Source AS

Destination AS

Source mask length

Dest. mask length

Padding

2 Lab topology

Figure 3. NetFlow flow record format.

Consider Figure 4. There are three switches, two end hosts and a docker container. Switch
s3 is acting as NetFlow exporter and the docker will collect the flows.
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10.0.0.3/8

d1-ethO

s3-ethl

sl-ethl s2-ethl

h1l-ethO h2-etho

10.0.0.1/8 10.0.0.2/8
Figure 4. Lab topology.
2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8
dl d1-ethO 10.0.0.3 /8

2.2 Loading atopology

Step 1. Click on the Client tab to access the Client PC.

al Topology & Content * |+ Status m

Figure 5. Accessing the Client PC.
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Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for
a password, type fpassword|.

Computer

Miniedit

Figure 6. MiniEdit shortcut.

Step 3. On MiniEdit’s menu bar, click on File then open to load the lab’s topology. Open
the directory called /lab2 and select the file lab2.mn. Then, click on Open to open the
topology.

MiniEdit

Edit Run Help

New
[Open
Directory:  /home/Lubuntu/Network Manager —

i o2 o

[4 [¥]

File name: [lab2.mn Open

Files of type: Mininet Topology (*.mn —a| Cancel |

Figure 7. MiniEdit’s Open dialog.
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Figure 8. MiniEdit’s topology.

Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Figure 9. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit

Figure 10. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links
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File Actions Edit View Help
Shell No. 1 X}

Figure 11. Displaying network interfaces.

In figure 11, the link displayed within the gray box indicates that interface eth1 of switch
s1 connects to interface ethO of host h1 (i.e., s1-eth1<->h1-ethO).

3 Launching NetFlow exporter

Step 1. Open the Linux terminal.

Figure 12. Opening Linux terminal.

Step 2. Execute the following script in order to start NetFlow exporter. When prompted
for a password, type [password|.

sudo ./netflow.sh

Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

Lubuntu@admin:~$ [sudo

[sudo] password for tu:
aal31a-f12c-42bf-95ee-475ac42314a8

Lubuntu@admin:~$ l

Figure 13. Starting NetFlow exporter.

The following commands were executed in the script.

ovs-vsctl -- set Bridge s3 netflow=@nf -- --id=@nf create netflow
targets=\"10.0.0.3:9995\”
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The command creates a NetFlow ID and attaches it to switch s3. Switch s3 is acting as an
exporter and transmits data to the collector. Docker d1 is the collector IP and the port is
the default UDP port 9995.

Step 3. Type the following command to verify the NetFlow configuration.

sudo ovs-vsctl list bridge

Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

-dal3631626ad

"<unknown>"

e

L
ndalone

[a7]

i
i

=
— )

»-in-band="true"

[
f -

Figure 14. Verifying switch configuration.

Consider the figure above. The figure listed all the existing Open vSwitches. You will notice
switch s3 has NetFlow enabled with the ID (83aal31a-f12c-42bf-95ee-475ac42314a8).

You might notice a different NetFlow ID since it is generated randomly each time you
enable an exporter.

Step 4. Type the following command to verify NetFlow configuration.

sudo ovs-vsctl list netflow
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Lubuntu@admin: ~

(File Actions Edit View Help

f Lubuntu@admin: ~

fLubuntu@admin:~$ [sudo ovs-vsctl list netflow

| uuid : 83aal3la-f12c-42bf-95ee-475ac4?2
factive_timeout : 8

Jadd_1id_to_interface : false

lengine_id 1y |

lengine_type [
lexternal_ids . {3

Jtargets : ["10.0.0.3:9995"]
lLubuntu@admin:~$ [

Figure 15. Verifying NetFlow configuration.

Consider the figure above. One exporter is running, target collector IP is 10.0.0.3 and the
port is 9995.

Step 5. Type the following command to execute a script so that the exporter can send
flows to the collector.

sudo ./connect collector.sh

File Actions Edit View Help

Lubuntu@admin: ~

Lubuntu@admin:

Lubuntu@admin:

Figure 16. Connecting collector to the exporter

The following command was executed in the script.

ip route add 10.0.0.0/8 via 172.17.0.1

4 Analyzing NetFlow records using Wireshark

In this section, you will analyze NetFlow records in Wireshark.

4.1 Launching Wireshark

Step 1. In Linux terminal, start Wireshark packet analyzer by issuing the following
command. A new window will emerge.

sudo wireshark

Page 12



Lab 2: Introduction to NetFlow

File Actions Edit View Help

Lubuntu@admin: ~ [}

Lubuntu@admin:~S |sudo wireshar

Figure 17. Starting Wireshark packet analyzer.

Step 2. Click on the icon located on the upper left-hand side to start capturing packets on
dockerO interface.

The Wireshark Network Analyzer

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
MdmzemnRE < == =
(W] ter ... <Ctrl-/>

Apply lsplay

]

Welcome to Wireshark

Capture

...using this filter: [ [Enter a capture filt

I e e |

sl-ethl

s2-ethl

s3-ethl

s3-eth2

sl-eth2

s2-eth2

s3-eth3 P ——
vethofada7f A ARV ASKIRN
vethdd55c8¢ A
veth43eea9e S
br-738c4b5aa056 A AU AL

veth6403b78 ¥ s e S A
veth352f688

veth40al463 P —
veth7844164 A A A A

any JAIAAAAMAMAAAMAMANANAAN N
Loopback: lo

nflog

Figure 18. Starting packet capture.

Step 3. Inthefilter box located on the upper left-hand side, type udp to filter UDP packets.
Then, press Enter to apply the filter.

® dockero -0 X

File Edit View Go Capture Analyze Statistics Telephony

=

ireless Tools Help

[l
2| |

A B o =
[X] -] Expression... +
No. Time Source Destination Protocol Lengtt Info

-

Figure 19. Filtering UDP packets.
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4.2 Performing a connectivity test

Step 1. Go back to MinikEdit and hold right-click on host h2 and select Terminal. This opens
the terminal of host h2 and allows the execution of commands on that host.

&

dl

-

s3

PN

== (==
51 52

[

hl

Host Options

Terminal

Figure 20. Opening a terminal on host h2.
Step 2. In host h2 terminal, type the following command to run the host in server mode.

iperf3 -s

"Host: h2"

Figure 21. Running host h2 in server mode.

Consider the figure above. The figure shows that host h2 is acting as a server and listening
to port 5201.

Step 3. In host hl terminal, type the following command to run the host in client
mode and run an iperf3 test between host hl and h2.

iperf3 -c 10.0.0.2
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"Host: h1"

#|iperf3 -c 10.0.0.2
ng to host 10.0.6

0.0.1 port to 10.0.0.2

trate

.00 36.3 Gbits/sec

GBytes 40.0 Gbits/sec
GBytes 31.8 Gbits/sec

GBytes

GByte:
6.00-7 GBytes
.00-8.00 ‘ GBytes

3.00-9.00 sec ; GBytes

.00-10.00 sec 4. GBytes

Bitrate
37.9 Gbi

Figure 22. Running host h1 in client mode.

Consider the figure above. The test runs for ten seconds with interval of one second.

4.3 Visualizing NetFlow packets

Step 1. By default, NetFlow records are exported using User Datagram Protocol (UDP).

A dockero - N X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
1 \ < P, = 5 == @ Q @ EE
m @ X QEmEH I = QQQ
| |udp X ~| Expression... +
| No. Time Source Destination Protocol Lengtt Info
| 0.000000000 0 0.0.6

UDP 90 449°

»
Frame 1: 690 bytes on wire (5520 bits), 690 bytes captured (5520 bits) on interface ©
Ethernet II, Src: 02:42:0c:cb:52:fc (02:42:0c:cb:52:fc), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3
User Datagram Protocol, Src Port: 44957, Dst Port: 9995
Data (648 bytes)

vyvwvww

Figure 23. Verifying packet capture.

Consider the figure above. You will notice a UDP packet.
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Step 2. Wireshark provides a very powerful feature of decoding the captured packets into
user specified formats. Right-click on UDP packet and select decode as.

dockero

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
AN m R QeE=s2EF S Q]

Y ==
[ [udp ~] Expression... +

No. Time Source Destination Protocol Lengtt Info
1 0.000000000 172.17.0.1 10 g 44957 —~ 9995 Len=648 |

Mark/Unmark Packet

Ignore/Unignore Packet

M

Set/Unset Time Reference
Time Shift...

Packet Comment...

-
-

Frame 1: 690 bytes on wire (5520 bits), 690 Edit Resolved Name iterface 0
Ethernet II, Src: 02:42:0c:cb:52:fc (02:42: . 1:02 (02:42:ac:11:00:02)
Internet Protocol Version 4, Src: 172.17.0. Apply as Filter ’

User Datagram Protocol, Src Port: 44957, Ds

vy vwww

Data (648 bytes) Prepare a Filter »
Conversation Filter »
Colorize Conversation »
SCTP »

02 42 ac 11 00 02 02 42 Oc cb 52 fc @8 @ FoNoW 4

€

02 a4 a9 e1 40 00 40 11 d8 52 ac 11 00 ¢  Copy N
00 03 af 9d 27 OGb 02 90 b8 b6 0O 05 0O €

46 7a 60 7e 01 dO 02 3f 81 38 00 00 0O 3

00 00 @a 00 00 02 Ga 00 00 01 0O 00 00
80 02 00 Od 7d be 03 7a 6¢ 54 00 21 7 L=

1e da 13 89 cc ca 60 13 06 60 60 00 80 €  Show Packet in New Window

00 00 Ga 00 00 01 0a G0 00 02 00 00 00 Bov—vew=
AN A2 AN A1 RR Ad ea 7R R Q7 AA 21 £7 hh AA 29 lim v Fosom

Figure 24. Decoding UDP packet.

Protocol Preferences »

Step 3. From the drop-down options, click on none and select CFLOW for the current field.
Then, click OK.

ou L v

[ _roD Lutal. Jo LV o
@ Wireshark - Decojj:lile 107 Standard query 8xPe0@ PT|

Babel
Field Value Type Default | Bundle
UDP port 53911 Integer, base 10 (none)
UDP port 50222 Integer, base 10 (none) | C12.22
UDP port 52130 Integer, base 10 (none) CAN-ETH :

UDP port 49462 Integer, base 10_(none
CAPWAP-CONTROL n interface ©
CAPWAP-DATA 11:00:02 (82:42:ac:11:00:62)
CAT-TP
ccsps
CESoPSN basic (no RTP)
CFDP
ciGl
CISCO3 ERSPAN MARKER
CLDAP
CNJIP
COROSYNC/TOTEMNET
+| =/ |m CPFI

kd save CPHA d: 2{28.6_%} Profile: Default

| cups
Figure 25. Decoding as CFLOW.
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The decode functionality of Wireshark temporarily diverts the specific protocol
dissections. CFLOW shows all the NetFlow information.

Step 4. You will notice a new field called Cisco NetFlow/IPFIX which includes all the
information regarding NetFlow.

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

ABAOmMiIREC SeE2ESPIFERAQAQAE
(7 Judp E3 -] Expression...
No. Time Source Destination Protocol Lengtt Info

1 0.000000000 172.17.0.1 690 total: 13 (v5) flows

4

» Frame 1: 690 bytes on wire (5520 bits), 690 bytes captured (5520 bits) on interface ©
» Ethernet II, Src: 02:42:0c:cb:52:fc (02:42:0c:cb:52:fc), Dst: ©2:42:ac:11:00:02 (02:42:ac:11:00:02
» Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3
» User Datagram Protocol, Src Port: 44957, Dst Port: 9995
Cisco NetFlow/IPFIX

Figure 26. Verifying NetFlow information.

Step 5. Click on the arrow located on the leftmost side of the field called Cisco
NetFlow/IPFIX. A list will be displayed.

=53 B =0 |

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Amde mMRE QesEFIEFAQQE
[ [udp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info \

1 0.000000000 172.17.0.1 690 total: 13 (v5) flows

| Cisco NetFlow/IPFIX -
Version: 5| ‘
Count: 13
SysUptime: 2246.266000000 seconds
» Timestamp: [Apr 19, 2021 18:18:56.037716280 EDT]
FlowSequence: 51
EngineType: Unknown (3)
Engineld: 3
B0 saes v aa = SamplingMode: No sampling mode configured (0©)
..00 0000 0POG 0POG = SampleRate: @
» pdu 1/13
» pdu 2/13
» pdu 3/13
» pdu 4/13
» pdu 5/13
»
»
»
»

pdu 6/13
pdu 7/13
pdu 8/13
pdu 9/13 = |

Figure 27. Verifying NetFlow information.
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Consider the figure above. The figure shows the NetFlow version (version 5), total flow
count (13), Timestamp and other information of the packet header. You will also notice
all the flows listed there.

You might get different number of flows.

Step 6. Click on flow 1 (pdu 1/13).

(o *dockero - O X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

BAOmMIRGE AenESF IS E QAQAQAE
(7 Judp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info

1 0.000000000 .0.0. 690 total: 13 (v5) flows

pdu 1/13
SrcAddr:
DstAddr: [10.0.0.1
NextHop: ©.0.0.0
InputInt: |3]
OutputInt: [2
Packets: 884158
Octets: 58354772

» [Duration: 10.015000000 seconds]
SrcPort: 5001
DstPort: 52426
Padding: 00
TCP Flags: ©0x13
Protocol: TCP (6)

Figure 28. Verifying flow record.

Consider the figure above. The figure shows the list of NetFlow information for a single
flow which includes source and destination IP addresses, in port, out port, total packets,
total bytes (octets), duration, source and destination ports and all other information. For
the flow, source address is 10.0.0.2, destination address is 10.0.0.1, in_port=3 and
out_port=2. Switch s3 is the exporter. When traffic is coming from host h2, in_port is s3-
eth3 and forwarding towards host h1 using out_port s3-eth2.

Step 7. Verify flow 13 (pdu 13/13).
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0 *dockero N

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

mae RO QemdDEFISF EFAQAQAE
[ udp 3 ~| Expression...
No. Time Source Destination Protocol Lengtt Info

690 total: 13 (v5) flows

pdu 13/13
SrcAddr:
DstAddr:
NextHop: ©0.0.0.0
InputInt:
OutputInt:
Packets: 87406
Octets: 4000743576

» [Duration: 10.015000000 seconds]
SrcPort: 52426
DstPort: 5001
Padding: 00
TCP Flags: @x1b
Protocol: TCP (6)

Figure 29. Verifying flow record.

X

+

Consider the figure above. For the flow, source address is 10.0.0.1, destination address is

10.0.0.2, in_port=2 and out_port=3.

If you get different number of flows then check out any two flows and verify two records

(from 10.0.0.1 to 10.0.0.2 and 10.0.0.2 to 10.0.0.1).

This concludes Lab 2. Close Wireshark window, stop the emulation and then exit out of

MiniEdit and the Linux terminal.
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Overview

This lab introduces IP Flow Information Export (IPFIX) which is a network protocol used to
collect IP flow statistics and generate relevant data records. IPFIX enabled switches or
routers are called IPFIX exporters, which examine each packet and create flows from
these packets. These collected flows are exported to an external device known as IPFIX
collector which then organizes the flow records into a format that allows the
administrator to further analyze the traffic2. The focus of this lab is to explore how IPFIX
exporter and collector work in Open Virtual Switch (Open vSwitch) and analyze the
collected flows using Wireshark packet analyzer.

Objectives

By the end of this lab, you should be able to:
Understand the concept of IPFIX.

Understand how IPFIX works in Open vSwitch.

Enable IPFIX in Open vSwitch.
Analyze IPFIX records using Wireshark.

PwnNE

Lab settings
The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device Account Password

Client admin password

Lab roadmap
This lab is organized as follows:

1. Section 1: Introduction.

2. Section 2: Lab topology.

3. Section 3: Launching IPFIX exporter.

4. Section 4: Analyzing IPFIX records using Wireshark.

1 Introduction

IPFIX was introduced for the desire of vendors to push away from the Cisco-driven

standards and to provide a much more open and flexible flow gathering datagram and
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environment. It is an enhanced version of NetFlow v9, considered as NetFlow v10. IPFIX
introduces several extensions such as integrating more information into its exporting
process. This means customers don’t need to invest in an additional device to handle
more complicated aspects of data collection and can run more efficient tests on their
networks. IPFIX has a wide range of applications: Information from the program can help
network administrators monitor bandwidth, keep track of threats to network security,
and figure out usage amounts for various users. NetFlow v9 defines 127 field types but
IPFIX defines 238. It can use variable-length fields which allows IPFIX to collect data like
URLs and messages?.

1.1 Introduction to IPFIX

IPFIX protocol provides network administrators with access to IP flow information. It is a
network flow standard defined by Internet Engineering Task Force (IETF). It was initiated
to create a common, universal standard of export for flow information which defines how
flow information should be laid out and transferred from an exporter to a collector. IPFIX
supports Stream Control Transmission Protocol (SCTP), Transmission Control Protocol
(TCP), and User Datagram Protocol (UDP).

IPFIX uses templates to provide access to observations of IP packet flows in a flexible and
extensible manner. Since the template mechanism is flexible, it allows the export of only
the required fields from the flows to the collector. This helps to reduce the exported flow
data volume and provides possible memory savings for the exporter and the collector3.
IPFIX-enabled devices can send IPFIX messages to the collector. Each IPFIX message
contains a message header and one or more template or data sets. A template provides
the description of the fields that will be present in the future data sets. Templates are
composed of Information Element (IE) and length pairs. |IE provides field type information
for each template. The sets can be any of these three possible types:

Template Sets: It contains one or more templates used to describe the layout of flow
records which includes all flow collection use cases such as the traditional five-tuple
(source Ip address, destination IP address, source port, destination port, IP protocol),
various counters (packet delta counts, total connection counts, top talkers), flow meta
data information such as ingress, egress interfaces and flow direction?.

Options Template sets: The Options Template record gives the exporter the ability to
provide additional information to the collector that would not be possible with flow
records alone such as information about the collection infrastructure, flow keys used by
the exporter and so on?.

Data sets: Data records are sent in data sets.
IPFIX exporter sends templates to the collector periodically which provides a flexible

design to the record format. The collector receives flows with packets and uses templates
to decode the information in the packets.
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1.2 IPFIX architecture

An Observation Point is a location in the network where packets can be observed. A Flow
is defined as a set of packets or frames passing an observation point in the network during
a certain time interval. All packets belonging to a particular flow have a set of common
properties. These common properties may include packet header fields, such as source
and destination IP addresses, port numbers, packet properties, and information derived
by IP packet forwarding. Every observation point is associated with an observation
domain. Each IPFIX device has an observation domain ID. By default, the domain ID is 02
IPFIX uses the following architecture terminology:

Metering Process (MP): Consists of a set of functions that includes packet header
capturing, timestamping, sampling, classifying, and maintaining flow records at an

observation point. It also passes complete flow records to an Exporting Process (EP)?.

EP: Sends IPFIX messages to one or more Collecting Processes (CPs). The flow records in
the messages are generated by one or more MPs.

CP: receives IPFIX Messages from one or more EPs.

Exporter Collector
Metering Process » Exporting Process Flow export » Collecting Process
A (IPFIX messages)
\
Flow record
packets » Observation point storage

Figure 1. IPFIX architecture.

Figure 1 shows the architecture of IPFIX. The Exporter observes packets, turns packets
into flow records and sends them to the collector as IPFIX messages. The collector
receives the IPFIX messages, identifies, decodes, and stores them for analysis.

2 Lab topology

Consider Figure 2. There are three switches, two end hosts and a docker container. Switch
s3 is acting as IPFIX exporter and the docker d1 will collect the flows.
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10.0.0.3/8

d1-ethO

s3-ethl

sl-ethl s2-ethl

h1l-ethO h2-eth0

10.0.0.1/8 10.0.0.2/8
Figure 2. Lab topology.
2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8
dl d1-ethO 10.0.0.3 /8

2.2 Loading atopology

Step 1. Click on the Client tab to access the Client PC.

al Topology & Content * |+ Status m

Figure 3. Accessing the Client PC.
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Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for
a password, type fpassword|.

Computer

_d

Miniedit

Figure 4. MiniEdit shortcut.

Step 3. On MiniEdit’'s menu bar, click on File then open to load the lab’s topology. Open
the directory called /ab3 and select the file lab3.mn. Then, click on Open to open the

topology.

| MiniEdit

New

Open ]

= = open -]
Export Level 2 Script Directory:  /home/Lubuntu/Network Management/lab3 — ‘ Eb
ur E=m

Files of type: Mininet Topology (*.mn) — |

] m
N\

File pame: lab3.mn Open
=" Cancel |

Figure 5. MiniEdit’s Open dialog.
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Figure 6. MiniEdit’s topology.

Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Figure 7. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit

Figure 8. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links
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File Actions Edit View Help
Shell No. 1 X}

Figure 9. Displaying network interfaces.
In figure 9, the link displayed within the gray box indicates that interface eth1 of switch
s1 connects to interface ethO of host h1 (i.e., s1-eth1<->h1-ethO).
3 Launching IPFIX exporter

Step 1. Open the Linux terminal.

Figure 10. Opening Linux terminal.

Step 2. Execute the following script in order to start IPFIX exporter. When prompted for
a password, type [password.

sudo ./ipfix.sh

File Actions Edit View Help

Lubuntu@admin: ~ S

Lubuntu@admin:~$ |sudo ./ipfix.sh
[ ] d for |

ILubuntu@admin:

Figure 11. Starting IPFIX exporter.

The following commands were executed in the script.

ovs-vsctl -- set bridge s3 ipfix=@if -- --id=@if create IPFIX targets=\"10.0.0.3:9995\”
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The command creates an IPFIX ID and attaches it to switch s3. Switch s3 is acting as an
exporter and transmits data to the collector. Docker d1 is the collector IP and the port is
the UDP port 9995.

Step 3. Type the following command to show switch configuration.
sudo ovs-vsctl list bridge

£ Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

Figure 12. Verifying switch configuration.

Consider the figure above. The figure listed all the existing Open vSwitches. You will notice
switch s3 has IPFIX enabled with an ID (3d6e65e-01af-4cbe-801d-429f63cf752b).

You might notice a different IPFIX ID since it is generated randomly each time you enable
an exporter.

Step 4. Type the following command to verify IPFIX configuration.

sudo ovs-vsctl list ipfix
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= Lubuntu
File Actions Edit View Help
Lubuntu@admin: ~

Lubuntu@admin:~$ |sudo ovs-vsctl list ipfix
uuid

bowpl{ng
targets
Lubuntu@admin:~$ }

Figure 13. Verifying IPFIX configuration.

Consider the figure above. One exporter is running, target collector IP is 10.0.0.3 and the
port is 9995.

Step 5. Type the following command to execute a script so that the exporter can send
flows to the collector.

sudo ./connect collector.sh

File Actions Edit View Help

Lubuntu@admin: ~

Lubuntu@admin:~$ |sudo ./ t collector.sh

Lubuntu@admin:~$ J

Figure 14. Connecting collector to the exporter.

The following command was executed in the script.

ip route add 10.0.0.0/8 via 172.17.0.1

4 Analyzing IPFIX records using Wireshark

In this section, you will analyze IPFIX records in Wireshark.

4.1 Launching Wireshark

Step 1. In Linux terminal, start Wireshark packet analyzer by issuing the following
command. A new window will emerge.

sudo wireshark

Page 11



Lab 3: Introduction to IPFIX

File Actions Edit View Help
Lubuntu@admin: ~ (%]

Lubuntu@admin:~S |sudo

Figure 15. Starting Wireshark packet analyzer.

Step 2. Click on the icon located on the upper left-hand side to start capturing packets on
dockerO.

The Wireshark Network Analyzer

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Mm@ mhRE = =
(MTApp

piay

il

Welcome to Wireshark

Capture

...using this filter: [ [Enter a capture filt

T e

sl-ethl
s2-ethl
s3-ethl
s3-eth2
sl-eth2
s2-eth2
s3-eth3 —_—
vethofada7f Y G
vethdd55c8¢c JAMAAAA
veth43eea%e e e
br-738c4b5aa056 A AU ML
veth6403b78 ¥ s s e S
veth352f688

veth40al463

veth7844164 A AN A A
any JAAAAAMAMAAAMAMANANAANN
Loopback: lo o e v sl el W
nflog

Figure 16. Starting packet capture.

Step 3. Inthefilter box located on the upper left-hand side, type udp to filter UDP packets.
Then, press Enter to apply the filter.

Lo dockero =N
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
mae NEO AeadpESF IS EFAQAQUE
[X] -] Expression... +
No. Time Source Destination Protocol Lengtt Info
4 »

Figure 17. Filtering UDP packets.
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4.2 Performing a connectivity test

Step 1. Go back to MinikEdit and hold right-click on host h2 and select Terminal. This opens
the terminal of host h2 and allows the execution of commands on that host.

&

dl

—

83

I
‘1

s
hl

B—:|

Host Options

Terminal

Figure 18. Opening a terminal on host h2.
Step 2. In host h2 terminal, type the following command to run the host in server mode.
iperf3 -s

"Host: h2"

ladmin:~# |iperf3 -s

Figure 19. Running host h2 in server mode.

Consider the figure above. The figure shows that host h2 is acting as a server and listening
to port 5201.

Step 3. Follow step 1 to open a terminal in host h1. Type the following command to run
the host in client mode and run an iperf test between hosts hl and h2.

iperf3 -c 10.0.0.2 -t 30
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"Host: h1"
|root@admin:~# Jiperf3 -c 10.0.0.2 -t 30
jConnecting to host 10.0.06.2, port 5201
[ 7] local 10.6.0.1 port 59340 connected to 10.0.0.2 port 5201
[ ID] I rval Transfer Bitrate Retr Cwnd
7] .00-1.6€ .46 GBytes 38.3 Gbits/sec 0 7.41 MBytes
.00-2.00 S€ .58 ) .3 Gbits/sec : 8.16 M
.00-3.00 4.27 GBytes 36.7 Gbits/se
GBytes 2.0 Gbits/sec
GBytes .0 Gbits/sec
Gbits/sec

Gbits/sec

Transfer Bitrate
137 GBytes 39.1 Gbits sender
136 GBytes 39.0 Gbits/sec receive

Figure 20. Running host h1 in client mode.

Consider the figure above. The test runs for 30 seconds with interval of one second.

4.3 Visualizing IPFIX packets

Step 1. Verify packet capturing in Wireshark. You will notice that IPFIX records are
exported using User Datagram Protocol (UDP).

o dockero =R
| File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

P ~ ) ) — = ) P =\
& AR 2 N T =3 - = R =\ ._‘_

|udp X *| Expression... + ‘
No. Time Source Destination Protocol Lengtt Info =2

5 63.303316064 172.17.0.1 10.0.0.3 upp 1250 57558 ~ 9995 Len=1208

7 63.303408485 172.17.0.1 10.0.0.3 uppP 1146 57558 —~ 9995 Len=1104

9 63.303432532 172.17.0.1 10.0.0.3 upp 1190 57558 —~ 9995 Len=1148

11 63.303451185 172.17.0.1 10.9.0.3 upp 1166 57558 ~ 9995 Len=1124

13 63.303468528 172.17.0.1 10.90.0.3 uppP 1198 57558 —~ 9995 Len=1156

15 63.303488959 172.17.0.1 10.0.0.3 upbp 1078 57558 ~ 9995 Len=1036
17 63.303504046 172.17.0.1 10.0.0.3 upp 1262 57558 ~ 9995 Len=1220 |
18 63.303510299 172.17.0.1 10.0.0.3 upp 1262 57558 ~ 9995 Len=1220 '~

» Frame 33: 358 bytes on wire (2864 bits), 358 bytes captured (2864 bits) on interface ©

» Ethernet II, Src: 02:42:7a:a9:51:77 (02:42:7a:a9:51:77), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
» Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3

» User Datagram Protocol, Src Port: 57558, Dst Port: 9995

» Data (316 bytes)

Figure 21. Verifying packet capture.
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Step 2. Wireshark provides a very powerful feature of decoding the captured packets into
user specified formats. Right-click on first UDP packet (length 1250) and select decode as.

dockero

File Edit View Go Capture Analyze Statistics Telephony

Wireless Tools

Help

QaQFE

it | Expression...

Fol

Sh

1 | = : : L = 7. & =
Al ae X @ Q & = e ¥ L=
[ Judp [X]
No. Time Source Destination Protocol Lengtt Info

Conversation Filter
Colorize Conversation
SCTP

Copy
Protocol Preferences

. 303316064 .17.0.1 .0.0.3 — S - -
7 63.303408485 172.17.0.1 16.0.0.3 Mark/Unmark Packet 11104
9 63.303432532 172.17.0.1 10.0.0.3 . 11148
11 63.303451185 172.17.6.1 10.0.0.3 Ignore/Unignore Packet 1124
13 63.303468528 172.17.0.1 10.0.0.3 Set/Unset Time Reference 1156
15 63.303488959 172.17.0.1 10.0.0.3 i 1036
17 63.303504046 172.17.0.1 10.0.0.3 Time Shift... 1220
) 18 63.303510299 172.17.0.1 10.6.0.3 | Packet Comment... 1220
» Frame 5: 1250 bytes on wire (10000 bits), 1250 bytes capture( Edit Resolved Name
» Ethernet II, Src: 02:42:7a:a9:51:77 (02:42:7a:a9:51:77), Dst: i 00:02)
» Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3 Apply as Filter
» User Datagram Protocol, Src Port: 57558, Dst Port: 9995 .
» Data (1208 bytes) Prepare a Filter »

llow

Decode As...

ow Packet in New Window

Figure 22. Decoding UDP packet.

+

-

Step 3. Select the last entry and click on none. From the drop-down options select CFLOW

for the current field and click OK.

® Wireshark - Decof:\iis

Babel
Default

Field Value Type | Bundle

UDP port 53911 Integer, base 10 (none)
UDP port 50222 Integer, base 10 (none) | C12.22
UDP port 52130 Integer, base 10 (none) CAN-ETH

UDP port 49462 Integer, base 10 (none
CAPWAP.CONTROL
CAPWAP-DATA
CAT-TP
CCSDS
CESoPSN basic (no RTP)
CFDP
X
Gl
CISCO3 ERSPAN MARKER
CLDAP
CN/IP
COROSYNC/TOTEMNET
CPFI

167 Standard query 8x0080 PT|

n interface @
11:00:02 (02:42:ac:11:00:02)

d: 2 (28.6%)  Profile: Default

| cups

Figure 23. Decoding as CFLOW.
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The decode functionality of Wireshark temporarily diverts the specific protocol
dissections. CFLOW shows all the NetFlow/IPFIX information.

It may take some moments to decode all the packets.

Step 4. You will notice a new field called Cisco NetFlow/IPFIX which includes all the
information regarding IPFIX.

" *dockero - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Bl mMRE QesZEFITEQQQE
[ Judp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info =

. 303316064 .17.0.1 .0.0. 1250 IPFIX flow i
7 63.303408485 172.17.0.1 10.0.0. CFLOW 46 IPFIX flow (1104 bytes)
9 63.303432532 172.17.0.1 10.0.0.3 CFLOW 1190 IPFIX flow (1148 bytes)
11 63.303451185 172.17.0.1 10.0.0.3 CFLOW 1166 IPFIX flow (1124 bytes)
13 63.303468528 172.17.0.1 10.0.0.3 CFLOW 1198 IPFIX flow (1156 bytes)
15 63.303488959 172.17.0.1 10.0.0.3 CFLOW 1078 IPFIX flow (1036 bytes)
17 63.303504046 172.17.0.1 10.0.0.3 CFLOW 1262 IPFIX flow (1220 bytes)
18 63.303510299 172.17.0.1 10.0.0.3

y CFLOW 1262 IPFIX flow (1220 bvtes)™
»
» Frame 5: 1250 bytes on wire (10000 bits), 1250 bytes captured (10000 bits) on interface ©
» Ethernet II, Src: 02:42:7a:a29:51:77 (02:42:7a:a9:51:77), Dst: ©2:42:ac:11:00:02 (02:42:ac:11:00:02)
» Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3
» User Datagram Protocol, Src Port: 57558, Dst Port: 9995
| Cisco NetFlow/IPFIX
Version: 10
Cength: 1208
» Timestamp: May 2, 2021 16:14:43.000000000 EDT
FlowSequence: 1
Observation Domain Id: @
» Set 1 [id=2] (Data Template): 256,257, 258, 259, 276,277,278

Figure 24. Verifying IPFIX information.

Consider the figure above. The figure shows the NetFlow version (version 10), length of
the packet, timestamp, and other information of the packet header. You will also notice
all the data template listed here.

Step 5. Click on the arrow located on the leftmost side of the field called Set 1. A list will
be displayed.
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- *dockero - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

T =" F= K= Fx L o B = m =
Amae XNCG QemEF IS QAQAQAHE

[ [udp -] Expression... +
No. Time ‘Source Destination Protocol 'Lengrtrf' info =

5 63.303316064 0.1 10.0.0.3 CFLOW 1250 IPFIX flow bytes)
7 63.303408485 172.17.0.1 10.0.0.3 CFLOW 1146 IPFIX flow (1104 bytes)
9 63.303432532 172.17.0.1 10.0.0.3 CFLOW 1190 IPFIX flow (1148 bytes)
11 63.303451185 172.17.0.1 10.0.0.3 CFLOW 1166 IPFIX flow (1124 bytes)
13 63.303468528 172.17.0.1 10.0.0.3 CFLOW 1198 IPFIX flow (1156 bytes)
15 63.303488959 172.17.0.1 10.0.0.3 CFLOW 1078 IPFIX flow (1036 bytes)
17 63.303504046 172.17.0.1 10.0.0.3 CFLOW 1262 IPFIX flow (1220 bytes)
18 63.303510299 172.17.0.1 10.0.0.3

CFLOW 1262 IPFIX flow (1220 bvtes)~
»

Frame 5: 1250 bytes on wire (10000 bits), 1250 bytes captured (10000 bits) on interface ©
Ethernet II, Src: 02:42:7a:a9:51:77 (02:42:7a:a29:51:77), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3
User Datagram Protocol, Src Port: 57558, Dst Port: 9995
Cisco NetFlow/IPFIX

Version: 10

Length: 1208
» Timestamp: May 2, 2021 16:14:43.000000000 EDT

FlowSequence: 1

Observation Domain Id: ©

Set 1 [1d=2] (Data Template): 256,257,258, 259,276,277,278

(vvww

FlowSet Id: Data Template (V10 [IPFIX]) (2)
FlowSet Length: 1192

» Template (Id = 256, Count = 26)
» Template (Id = 257, Count = 30)
» Template (Id = 258, Count = 33)
» Template (Id = 259, Count = 37)
» Template (Id = 276, Count = 44)
» Template (Id = 277, Count = 48)
» Template (Id = 278, Count = 51)

Figure 25. Verifying IPFIX templates.
Consider the figure above. The figure shows IPFIX templates.

Step 6. Click on the arrow located on the leftmost side of the field called Template (Id=256,
Count=26). A list will be displayed.
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N *dockero -V X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

AR e w1 X0 Qe=»E3 QA QQIF

[ Judp ~| Expression... *

[l

Source Destination Protocol Lengtt Info

. 303316064 .17.0.1 .0.0. bytes )

7 63.303408485 172.17.0.1 10.0.0.3 CFLOW 1146 IPFIX flow (1104 bytes)

9 63.303432532 172.17.0.1 10.0.0.3 CFLOW 1190 IPFIX flow (1148 bytes)

11 63.303451185 172.17.0.1 10.0.0.3 CFLOW 1166 IPFIX flow (1124 bytes)

13 63.303468528 172.17.0.1 10.0.0.3 CFLOW 1198 IPFIX flow (1156 bytes)

15 63.303488959 172.17.0.1 10.0.0.3 CFLOW 1078 IPFIX flow (1036 bytes)

17 63.303504046 172.17.0.1 10.0.0.3 CFLOW 1262 IPFIX flow (1220 bytes)
y 18 63.303510299 172.17.0.1 10.0.0.3 CFLOW 1262 IPFIX flow (1220 bvtefl'
Template (Id = 256, Count = 26) -

Template Id: 256

Field Count: 26

Field (1/26): observationPointId

Field (2/26): DIRECTION

Field (3/26): SRC_MAC

Field (4/26): DESTINATION_MAC

Field (5/26): ethernetType

Field (6/26): ethernetHeaderLength
Field (7/26): INPUT_SNMP

Field (8/26): ingressInterfaceType
Field (9/26): IF_NAME

Field (10/26): IF_DESC

Field (11/26): flowStartDeltaMicroseconds
Field (12/26): flowEndDeltaMicroseconds
Field (13/26): DROPPED_PACKETS

Field (14/26): DROPPED_PACKETS_TOTAL
Field (15/26): PKTS

Field (16/26): PACKETS_TOTAL

Figure 26. Verifying IPFIX template.

v v v vTYTYTYTFYTYVYTFVYYVYYYYY

Consider the figure above. The figure shows the template for IPFIX information which
includes observation point ID, source and destination MAC address, source and
destination IP address, interface name and other information.

Step 7. Click on the CFLOW packet that has a length of 358 bytes.

N *dockero - X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

‘ — 2 [ o = % & =
Am g e RN AeDEF IS S AQAQE

[ Judp EIE3 -] Expression... +

No. Time Source Destination Protocol Lengtt Info =

| 2836.. 19.658720547 172.17.0.1 '10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)

h g .658729104 .17.0.1 .0.0.3 316 bytes)
2836.. 19.658737710 172.17.0.1 10.0.60.3 CFLOW 8 IPFIX flow ( 316 bytes)
2836.. 19.658746084 172.17.0.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
2836.. 19.660231155 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660248925 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660258772 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660268262 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow (

333 bvtes)™~
»

» Frame 283686: 358 bytes on wire (2864 bits), 358 bytes captured (2864 bits) on interface ©
» Ethernet II, Src: 02:42:04:dd:7c:cO (02:42:04:dd:7c:c@), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
» Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3
» User Datagram Protocol, Src Port: 33757, Dst Port: 9995
~ Cisco NetFlow/IPFIX
Version: 10
Length: 316

» Timestamp: May 7, 2021 00:51:03.000000000 EDT
FlowSequence: 283625
Observation Domain Id: ©

~ Set 1 (1 flows)
FlowSet Id: (Data) (280)
FlowSet Length: 300

ETemilate Frame: 134533

Figure 27. Verifying flow record.
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Consider the figure above. The figure shows a flow has been detected. Data ID is 280
which means the template ID is 280.

Step 8. Click on the arrow located on the leftmost side of the field called Flow 1. A list will
be displayed.

- *dockero - N X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

gl | —_ % [ ) o= P ==
AmaA® X0 QeanEF I E QAQAQE
[ Judp B33 ~| Expression... +
No. Time Source Destination Protocol Lengtt Info =
| 2836.. 19.658720547 172.17.0.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
.. 19.658729104 .17.8.1 .0.0.3 3 )
2836.. 19.658737710 172.17.0.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
2836.. 19.658746084 172.17.6.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
2836.. 19.660231155 172.17.6.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660248925 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660258772 172.17.6.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660268262 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow (

333 bvtes™~
»

Observation Point Id: ©

Direction: Ingress (0)

Source Mac Address: 06:0d:72:90:c2:ce (06:0d:72:90:c2:ce)
Destination Mac Address: ©Oe:dc:42:9a:48:6f (Ge:dc:42:9a:48:6T)
Ethernet Type: 2048

Ethernet Header Length: 14

InputInt: 16

Ingress Interface Type: ©
» |[IfName: s3-eth2
» Descr:

IPVersion: 4

IP TTL: 64
Protocol: TCP (6)
DSCP: ©

IP Precedence: ©
IP ToS: 0x00
SrcAddr: 10.0.0.1
DstAddr: 10.0.0.2

Figure 28. Verifying flow information.

Consider the figure above. The figure shows the list of IPFIX information for a single flow.
For the flow, source address is 10.0.0.1, destination address is 10.0.0.2, ingress port is s3-
eth2, IP version is 4, Protocol is TCP. You can scroll down to see the whole list of the flow
information.

Step 9. Double click on the template frame to verify that the template fields match with
the flow list.
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o *dockero0 - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Baeowm[RE QessEFIS S RAQQE
[udp 3D -] Expression...  +
No. Time Source Destination Protocol Lengtt Info =
| 2836.. 19.658720547 172.17.0.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
] 2836. 19.658729104 172.17.0.1 ____10.0.6.3 ________ CFLOW 358 IPFIX flow ( 316 bytes)
2836.. 19.658737710 172.17.0.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
2836.. 19.658746084 172.17.0.1 10.0.0.3 CFLOW 358 IPFIX flow ( 316 bytes)
2836.. 19.660231155 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660248925 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660258772 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow ( 333 bytes)
2836.. 19.660268262 172.17.0.1 10.0.0.3 CFLOW 375 IPFIX flow (

333 bvtes~
»

-

» Frame 283686: 358 bytes on wire (2864 bits), 358 bytes captured (2864 bits) on interface ©
» Ethernet II, Src: 02:42:04:dd:7c:c@ (02:42:04:dd:7c:c@), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
» Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3
» User Datagram Protocol, Src Port: 33757, Dst Port: 9995
~ Cisco NetFlow/IPFIX
Version: 10
Length: 316

» Timestamp: May 7, 2021 00:51:03.000000000 EDT
FlowSequence: 283625
Observation Domain Id: ©

~ Set 1 [1d=280] (1 flows)

FlowSet Id (Data) (280)
00

Tem-late Frame 134533

Flow 1

Figure 29. Navigating to the actual template frame.

Step 10. You will see the last template frame. The template ID will be the same as data ID
(280).

- *dockero - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

— 7 p— 5 - N . P — == & — =
mae X[ QeadEF IS EQAQAQE
[ Judp EIE3 -] expression... +
No. Time Source Destination Protocol Lengtt Info =
1345.. 9.293408568 0.1 .0.0. 1306 IPFIX flow
145... 9.293413 5 YA 0.0, ow (1104 bytes)
1345.. 9.293419917 172.17.0.1 10.0.0.3 CFLOW 1162 IPFIX flow (1120 bytes)
1345.. 9.293425670 172.17.0.1 10.0.0.3 CFLOW 1190 IPFIX flow (1148 bytes)
1345.. 9.293432938 172.17.0.1 10.0.0.3 CFLOW 1326 IPFIX flow (1284 bytes)
1345.. 9.293438439 172.17.0.1 10.0.0.3 CFLOW 1166 IPFIX flow (1124 bytes)
1345.. 9.293444074 172.17.0.1 10.0.0.3 CFLOW 1182 IPFIX flow (1140 bytes)
1345.. 9.293449869 172.17.0.1 10.0.0.3 CFLOW 1198 IPFIX flow (1156 bvtes)™
4 »
Observation Domain Id: © -

~ Set 1 [id=2] (Data Template): 279,280, 281,282,283
FlowSet Id: Data Template (V10 [IPFIX]) (2)
FlowSet Length: 1248

» Template (Id = 279, Count = 55)
~ Template (Id = 280, Count = 52)
emplate Id: 280

Field Count: 52

Field (1/52): observationPointId

Field (2/52): DIRECTION

Field (3/52): SRC_MAC

Field (4/52): DESTINATION_MAC

Field (5/52): ethernetType

Field (6/52): ethernetHeaderlLength

Field (7/52): INPUT_SNMP

Field (8/52): ingressInterfaceType

Field (9/52): IF_NAME

Field (10/52): IF_DESC

Field (11/52): IP_PROTOCOL_VERSION

Figure 30. Verifying template ID and fields.

vy v wvTwTwTvywvwwww

Consider the figure above. The fields are the same as the flow list.
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Lab 3: Introduction to IPFIX

This concludes Lab 3. Close the Wireshark window, stop the emulation and then exit out
of MiniEdit and the Linux terminal.
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Lab 4: Introduction to sFlow

Overview

This lab introduces Sampled Flow (sFlow), the leading, multi-vendor, standard for
monitoring high-speed switched and routed networks. The technology is built into
network equipment and gives complete visibility into network activity, enabling effective
management and control of network resources!. The focus of this lab is to explore how

sFlow works in Open Virtual Switch (Open vSwitch) and analyze the collected flows using
Wireshark packet analyzer.

Objectives
By the end of this lab, you should be able to:
1. Understand the concept of sFlow.
2. Enable sFlow in Open vSwitch.
3. Analyze sFlow sampling records using Wireshark.
Lab settings
The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device Account Password

Client admin password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction.

2. Section 2: Lab topology.

3. Section 3: Launching sFlow agent.

4. Section 4: Analyzing sFlow sampling records using Wireshark.
1 Introduction

Flow-based monitoring provides significant advantages over other network monitoring
methods. NetFlow and IPFIX protocols are used for flow analysis. NetFlow collects and
aggregates information about network traffic flowing through an exporter. Since sFlow
stands for Sampled Flow, actual packets are being sampled here instead of flows. Netflow

is restricted to IP traffic only — this is where sFlow has the greater advantage in terms of
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Lab 4: Introduction to sFlow

analyzation, as it can collect, monitor, and analyze traffic from OSI Layers 2, 3, 4, 5, 6 and
72. NetFlow exports datagrams that contain multiple flow records. This stateful session
tracking requires memory resources. sFlow has less resource impact on devices since it
only performs packet sampling and does not have to identify and keep track of sessions
as is the case with NetFlow.

1.1 Introduction to sFlow

The sFlow monitoring system consists of an sFlow Agent (embedded in a switch or router)
and a central sFlow Collector. The sFlow agent uses sampling technology to capture traffic
statistics from the device it is monitoring. It captures packet headers and partial packet
payload data into sFlow datagrams that are then exported to collectors for analysis3.
Based on a defined sampling rate, an average of 1 out of N packets is randomly sampled.
Since sFlow captures the entire packet headers, it is able to provide full layer 2—-7 visibility
into all types of traffic flowing across the network including MAC addresses, VLANs, and
MPLS labels*.

The techniques used in the sFlow monitoring system were designed for providing
continuous site-wide (and enterprise-wide) traffic monitoring of high speed switched and
routed networks. It is capable of monitoring networks at 10Gbps, 100Gbps and beyond.
Thousands of devices can be monitored by a single sFlow Collector. The sFlow agent is
simple to implement and adds negligible cost to a switch or router?.

10.0.0.3/8

h3 Collector

h3-ethO

s3-ethl (agent)

sl-ethl s2-ethl

h2-eth0

10.0.0.1/8 10.0.0.2/8

Figure 1. sFlow sample capturing.
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Lab 4: Introduction to sFlow

Consider the figure above. The figure shows an sFlow agent running in switch s3, whereas
host h3 is acting as an sFlow collector. The sFlow agent obtains traffic statistics from
interface s3-ethl using sampling and sends the sFlow packets to the collector. The
collector analyzes these sFlow packets and displays traffic statistics in a report.

1.2 Advantages of sFlow

Troubleshooting network problems: Traffic problems are seen in abnormal traffic
patterns. sFlow makes these patterns to be seen with sufficient details for quick
identification, diagnosis, and correction.

Traffic jam control: Since sFlow monitors all the flows continuously on all ports, it can be
used to instantly highlight the congested links, identifying the source of this traffic. It also
provides the information needed to establish effective controls.

Security analysis: Assuming that security attacks and threats originate from unknown
sources, an effective monitoring requires complete network surveillance with alerts for
any suspicious activity. sFlow provides a comprehensive audit trail for the whole network.
The constant monitoring throughout the network and route records provided by sFlow
allow that threats and attacks from internal or external sources to be quickly tracked and
controlled.

Accounting and billing for use: The detailed network usage is required to collect accurate
values for network services and to recover costs from value-added service. The sFlow data
may be used to account and charge for the use of network by clients. They can also be
used to present to the client a breakdown of their total traffic, highlighting the users and
applications that most consumed. This information gives the customer confidence in the
accuracy of the rates and provides better cost control®.

2 Lab topology

Consider Figure 2. There are three switches, two end hosts and a docker container. Switch
s3 is acting as sFlow exporter and the docker will collect sample flows.
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10.0.0.3/8

d1-ethO

s3-ethl

sl-ethl s2-ethl

h1l-ethO h2-etho

10.0.0.1/8 10.0.0.2/8
Figure 2. Lab topology.
2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8
dl d1-ethO 10.0.0.3 /8

2.2 Loading atopology

Step 1. Click on the Client tab to access the Client PC.

al Topology & Content * |+ Status m

Figure 3. Accessing the Client PC.
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Lab 4: Introduction to sFlow

Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for
a password, type fpassword|.

Computer

_d

Miniedit

Figure 4. MiniEdit shortcut.

Step 3. On MiniEdit’'s menu bar, click on File then open to load the lab’s topology. Open
the directory called /lab4 and select the file lab2.mn. Then, click on Open to open the

topology.

o MiniEdit
Edit Run Help
New
| open
o - X
Save - pes
Export Level 2 Script Directory:  /home/Lubuntu/Network Management/labd — | [Z&
aui (8] -o: |
‘E’TT'
— o ]
\ File name: lab4.mn Open
— Files of type: Mininet Topology (*.mn) —-ul Cancel |

Figure 5. MiniEdit’s Open dialog.
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Figure 6. MiniEdit’s topology.

Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Figure 7. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit

Figure 8. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links
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File Actions Edit View Help
Shell No. 1 X}

Figure 9. Displaying network interfaces.

In figure 9, the link displayed within the gray box indicates that interface eth1 of switch
s1 connects to interface ethO of host h1 (i.e., s1-eth1<->h1-ethO).

3 Launching sFlow agent

Step 1. Open the Linux terminal.

Figure 10. Opening Linux terminal.

Step 2. Execute the following command to start sFlow exporter. When prompted for a

password, type password|.

sudo ovs-vsctl -- --id=@s create sFlow agent=s3-ethl target=\"710.0.0.3:9995\”
sampling=64 polling=10 -- set Bridge s3 sflow=@s

Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~

Figure 11. Enabling sFlow exporter.

Consider the figure above. The figure shows that sFlow collector in switch s3 is enabled
where the target collector is docker d1 (10.0.0.3). Interface s3-eth1l is responsible for
sending sFlow messages to the collector. Sampling rate is 64 which means 1 in 64 packets
will be sampled. Polling interval is set to 10 which means sFlow records will be sent to the
collector every 10 seconds.

Step 3. Type the following command to verify sFlow configuration.
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sudo ovs-vsctl list bridge

e Lubuntu@admin: ~

File Actions Edit View Help
Lubuntu@admin: ~
Lubuntu@admin:~$ st

7 faeaf296f7

Figure 12. Verifying switch configuration.

Consider the figure above. The figure listed all the existing Open vSwitches. You will notice
switch s3 has sFlow enabled with the ID (49e4eebe-5b2c-4873-9297-4d7888519911).

You might notice a different sFlow ID since it is generated randomly each time you enable
sFlow agent.

Step 4. Type the following command to verify sFlow configuration.

sudo ovs-vsctl list sflow

.- Lubuntu@admin: ~
‘File Actions Edit View Help

Lubuntu@admin: ~
ubuntu@admin:~$ |sudo ovs-vsctl list sflow
49e4eebe-5 )
3-ethl
{}
[]

10
64
["10.0.0.3:9995"]

Figure 13. Verifying sFlow configuration.

Consider the figure above. One sFlow agent is running, target collector IP is 10.0.0.3 and
the port is 9995.

Step 5. Type the following command to execute a script so that the exporter can send
flows to the collector.
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sudo . /connect_collector .sh

File Actions Edit View Help
Lubuntu@admin: ~ (%

Lubuntu@admin:~$ |sudo ./connect collector.sh

Lubuntu@admin:~$ |

Figure 14. Connecting collector to the exporter.

The following command was executed in the script.

ip route add 10.0.0.0/8 via 172.17.0.1

4 Analyzing sFlow sampling records using Wireshark

In this section, you will analyze sFlow sampling records in Wireshark.

4.1 Launching Wireshark

Step 1. In Linux terminal, start Wireshark packet analyzer by issuing the following
command. A new window will emerge.

sudo wireshark

File Actions Edit View Help
Lubuntu@admin: ~ X

Lubuntu@admin:~$ [sudo wireshark]

Figure 15. Starting Wireshark packet analyzer.

Step 2. Click on the icon located on the upper left-hand side to start capturing packets on
dockerOQ interface.
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The Wireshark Network Analyzer
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

MdE i@ MR Q &= =EF =
(N Rpoly > dsply fiter . <t s>

i
}‘< )
s
’

HML

Welcome to Wireshark
Capture

...using this filter: [l [Enter a capture filter

0 [ |

sl-ethl
s2-ethl
s3-ethl
s3-eth2
sl-eth2
s2-eth2
s3-eth3 _—— -
vethofada7f Y A
vethdd55c8c A
veth43eea%e

br-738c4b5aa056 AU A
veth6403b78 ettt
veth352f688

veth40a1463 —
veth7844164 A A

any /A»\AMMMM\MMM
Loopback: lo

nflog

Figure 16. Starting packet capture.

Step 3. Inthe filter box located on the upper left-hand side, type udp to filter UDP packets.
Press Enter to apply the filter.

File Edit View Go Capture Analyze Statistics Telephony

Wireless Tools Help
1 - B T & el =
mae NG Qe EF IS F AQAQAE
| [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info

-
-

Figure 17. Filtering UDP packets.

4.2 Performing a connectivity test

Step 1. Go back to MiniEdit. Hold right-click on host h2 and select Terminal. This opens
the terminal of host h2 and allows the execution of commands on that host.
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dl

s3

;

Host Options

Terminal

Figure 18. Opening a terminal on host h2.
Step 2. In host h2 terminal, type the following command to run the host in server mode.
iperf3 -s

“"Host: h2"

iperf3 -s

Server listening on 5201

Figure 19. Running host h2 in server mode.

Consider the figure above. The figure shows that host h2 is acting as a server and listening
to port 5201.

Step 3. Follow step 1 and open a terminal in host h1l. Type the following command to run
an iperf3 test between hosts hl and h2, host hl is running in client mode.

iperf3 -c 10.0.0.2
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#l1iperf3

g to host 10.0.0.2,
)cal 10.0.0.1 port 36418 connected to 10.0.0.2

-1.

6.00-7

/.00-8.00

8.00-9.00

9.00-10.00

Interval
0.00-10.00

SecC

C

10.0.0.2
por

Transfe
4.22

.66 GB

3.70 GB

.57 GB

.41 GBytes

4.85 GB

.77 GB

GB

GB

GB

GBytes 36.3

"Host: h1"

t 5201

r Bitrate

ytes
ytes

ytes

ytes
ytes
ytes
ytes

ytes

Gbits/sec

Gbits/sec

8 Gbits

Gbits

) Gbits/s

Gbits

Gbits

5201
Cwnd

port
Retr
2048

740 O

Gbits/sec

9 Gbits/sec

Gbits/sec

Figure 20. Running host h1 in client mode.

1.28 MBytes

MBytes

Consider the figure above. The test runs for ten seconds with interval of one second.

4.3

Visualizing sFlow packets

Step 1. Stop the packet capturing by clicking the red stop button.

| & *dockero

ifile Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

||| © A Res2EPEFHF ]

(7 Tudp (X =]

No. Time Source Destination Protocol Lengtt Info
72691 61.999949141 172.17.0.1 10.0.0.3 ubp 286
72693 65.999957225 172.17.0.1 10.0.0.3 uppP 498
72695 71.999979044 172.17.0.1 10.0.0.3 upbp 286
72697 75.999846723 172.17.0.1 10.0.0.3 upP 498
72701 81.999884578 172.17.0.1 10.0.0.3 ubpP 286
72703 85.999486411 172.17.6.1 10.0.0.3 uppP 498
72705 86.311614711 0.0.0.0 255.255.255.,255 DHCP 342

vyvwrww

Figure 21. Stopping packet capture.

44417
44417

- 9995
- 9995
- 9995
- 9995
- 9995
- 9995
DHCP Discover - Transac

44417
44417
44417
44417

G =

Expression... +

{
-

Len=244
Len=456
Len=244
Len=456
Len=244
Len=456

~

»

Frame 45803: 1366 bytes on wire (10928 bits), 1366 bytes captured (10928 bits) on interface ©
Ethernet II, Src: 02:42:b9:df:57:46 (02:42:b9:df:57:46), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3

User Datagram Protocol, Src Port: 44417, Dst Port: 9995
Data (1324 bytes)

Step 2. sFlow records are exported using User Datagram Protocol (UDP). Wireshark
provides a very powerful feature of decoding the captured packets into user specified
formats. Right-click on any UDP packet and select decode as.
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*dockero - O X
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
e ™ K= \ B = & == v
dAmseomiERG QeEx»EF IS S AQAQE
(7 [udp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info pe:
1 0.000000000 172.17.0 UDP 286 44417 - 9995 Len=2
’ 3 3.000070542 172.17.(  Mark/Unmark Packet UDP 170 44417 - 9995 Len=1|
5 10.000027051 172.17.| : ubp 286 44417 - 9995 Len=2
7 13.000326067 172.17.| l9nore/Unignore Packet UDP 170 44417 - 9995 Len=1
11 19.999952650 172.17.| Set/Unset Time Reference uop 286 44417 -~ 9995 Len=2,
13 20.452423951 172.17.| ) . ubP 1366 44417 —~ 9995 Len=1
15 20.452504437 172.17.| Time Shift... ubp 1366 44417 -~ 9995 Len=1
. 17 20.452558240  172.17.|  packet Comment | UDP 1366 44417 - 9995 Len=1. |~
- ~
» Frame 1: 286 bytes on wire | Edit Resolved Name 2288 bits) on interface ©
» Ethernet II, Src: 02:42:b9:( , |: ©2:42:ac:11:00:02 (02:42:ac:11:00:02)
» Internet Protocol Version 4,  Apply as Filter »
» User Datagram Protocol, Src| :
» Data (244 bytes) | Prepare a Filter ’
Conversation Filter »
Colorize Conversation »
SCTP .
Follow »
Copy v
Protocol Preferences ’
Show Packet in New Window

Figure 22. Decoding UDP packet.

Step 3. From the drop-down options, select sflow for the current field and click ok.

File Edit View

Wireshark - Decode As...

Field Value Type Default Current
UDP port 44417 Integer, base 10 (none) sFlow on... | +

n=2
n=1
n=2.
. : n=1;
11 19.9999 n=2/
13 20,4524 n=1
15 20.4525 n=1:
y 17 20.4525 n=EL: 2
Frame 1: 286
Ethernet II, 1:00:02)

Internet Prot
User Datagra
Data (244 byt

v wwww

el Save X Cancel % CHelp

Figure 23. Decoding as sflow.
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The decode functionality of Wireshark temporarily diverts the specific protocol
dissections. sflow shows all the sFlow information.

Step 4. You will notice a new field called InMon sFlow which includes all the information
regarding sFlow.

*dockero

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

QQQE

AR @ mMPARR Qe EF 85

(7 [udp ~| Expression... +
No. Time Source Destination Protocol Lengtt Info —
4991 21.180184541 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4992 21.180209694 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
| 4993 21.180234118 % i § 10.0.0.3 sFlow 1366 Vb, agent 172.17.0
4994 21.180363553 172.17.0.1 .0.0.3 sFlow agent 172.17.0
4995 21.180391853 172.17.6.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4996 21.180417191 172.17.6.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4997 21.180443011 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
; 4998 21.180467709 172.17.0.1 10.0.0.3 sFlow 1366 V5. agent 172.17.? =

Frame 4993: 1366 bytes on wire (10928 bits), 1366 bytes captured (10928 bits) on interface 0
Ethernet II, Src: 02:42:b9:df:57:46 (02:42:b9:df:57:46), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3

User Dataaram ProtocolI Src Port: 44417, Dst Port: 9995

Figure 24. Verifying sFlow information.

v wvw

-

Step 5. Click on the arrow located on the leftmost side of the field called InMon sFlow. A
list will be displayed.

*dockero - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

4 y \ L s BF = I = FEH
AR seomiERE Qem2EF IS E AQAQE
[ Judp -] Expression... +
No. Time Source Destination Protocol Lengtl Info _
4991 21.180184541 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4992 21.180209694 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4993 21.180234118 .17.0.1 .0.0.3 .17.0
4994 21,180363553 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4995 21.180391853 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4996 21.180417191 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.6
4997 21.180443011 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
; 4998 21,180467709 172.17.0.1 10.0.0.3 sFlow 1366 V5. aagent 172.17.? =

Frame 4993: 1366 bytes on wire (10928 bits), 1366 bytes captured (10928 bits) on interface 0
Ethernet II, Src: 02:42:b9:df:57:46 (02:42:b9:df:57:46), Dst: 02:42:ac:11:00:02 (02:42:ac:11:00:02)
Internet Protocol Version 4, Src: 172.17.0.1, Dst: 10.0.0.3

User Datagram Protocol, Src Port: 44417, Dst Port: 9995

v wvww

Datagram version: 5

Agent address type: IPv4 (1)
Agent address: 172.17.0.1
Sub-agent ID: ©

Sequence number: 5163
SysUptime: 452000
NumSamples: 6

Flow sample, seq 29954
Flow sample, seq 29955
Flow sample, seq 29956
Flow sample, seq 29957
Flow sample, seq 29958
Flow sample, seq 29959

vyvwvwvww

Figure 25. Verifying sFlow header information.
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Consider the figure above. You will notice the information about sFlow header which
includes sFlow version (Datagram version 5), Agent address 172.17.0.1 which is the switch
interface responsible for sending sFlow records to the collector. sFlow v5 supports the
switch/router running multiple separate sFlow agent processes. They collect, assemble,
and export their sFlow information separately. If the device is running multiple agent
processes, each process is given a unique ID. Sub-agent ID is set to 0 here since only a
single agent is running at this time. NumSamples refers to the number of sFlow samples
contained in the current packet (6). The flow samples are also listed.

Step 6. Click on the arrow located on the leftmost side of the field called Flow sample. A
list will be displayed.

*dockero — N5

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

- pm a5 T & == RS
AR JOmMERE AI&E2EF IS E QAQAQE
(7 [udp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info SO
4991 21.180184541 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4992 21.180209694 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
.180234118 ,17.9.1 .0.0.3 .17.0
4994 21.180363553 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4995 21.180391853 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4996 21.180417191 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4997 21.180443011 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4998 21.180467709 172.17.0.1 10.0.0.3 sFlow 1366 V5. agent 172.17.0 bt
4 13
[=]Flow sample, seq 29954 ~

0000 0000 0BOE 0BOO 0000 .... .... .... = Enterprise:|standard sFlow ge“
.................... 0000 0000 0001 = sFlow sample type: ow sample (1)
Sample length (byte): 208

Sequence number: 29954

Q0880010 . o in iiine wmeigrsSam oaAs e = Source ID class: 2

........ 0000 0000 0000 0011 1110 1000 = Index: 1000

Sampling rate: 1 out of 64 packets

Sample pool: 1917056 total packets

Dropped packets: ©

Input interface (ifIndex): 33

.000 0000 00EO 00Ee 00RO 00RO 0010 0100 = Output interface (ifIndex): 36
Flow record: 2

» Extended switch data

» Raw packet header

Flow sample, seq 29955

Flow sample, seq 29956

Flow sample, seq 29957

Flow sample, seq 29958

vyvww

Figure 26. Verifying flow sample record.

Consider the figure above. The Enterprise types allow individual enterprises to define
their sample types. This is 0 by default which refers to the standard sFlow type. The
sampling rate is 1 out of 64 which means 1 in 64 packets is sampled. Sample pool refers
to the total number of packets that could have been sampled.

Step 7. Click on the arrow located on the leftmost side of the field called Extended switch
data. A list will be displayed.
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*dockero - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Al ieomRE Qe EF &

QQ QT

[ Judp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info —s
4991 21.180184541 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4992 21.180209694 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4993 21.180234118 A7.0.1 .0.0.3 .17.0
4994 21.180363553 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4995 21.180391853 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4996 21.180417191 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4997 21.180443011 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
, 4998 21.180467709 172.17.0.1 10.0.0.3 sFlow 1366 V5. aaent 172.17.? >

Sample pool: 1917056 total packets -

Dropped packets: ©
Input interface (ifIndex): 33
.000 0000 006O 000 0000 0POO 0010 0100 = Output interface (iflIndex): 36
Flow record: 2
[=] Extended switch data
0000 0000 OGOO 0OOG 00O .... .... .... = Enterprise: standard sFlow (0)
Format: Extended switch data (1001)

Incoming 802.1p priority: ©
Outgoing 862.1Q VLAN: @
Outgoing 8602.1p priority: ©

» Raw packet header

Flow sample, seq 29955
Flow sample, seq 29956
Flow sample, seq 29957
Flow sample, seq 29958
Flow sample, seq 29959

vyvwvww

Figure 27. Verifying flow sample record.

Consider the figure above. It shows the extended switch information such as VLAN
information.

Step 8. Click on the arrow located on the leftmost side of the field called Raw packet
header. A list will be displayed.
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File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
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[

(7 Tudp -] Expression... +
No. Time Source Destination Protocol Lengtt Info —e
4991 21.180184541 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4992 21.180209694 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4994 21.180363553 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4995 21.180391853 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4996 21.180417191 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4997 21.180443011 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4998 21.180467709 172.17.0.1 10.0.0.3 sFlow 1366 V5. aaent 172.17.? >
Flow data length (byte): 16 -

Incoming 802.1Q VLAN: ©

Incoming 802.1p priority: ©

OQutgoing 802.1Q VLAN: @

Outgoing 802.1p priority: ©
[z Raw packet header
0000 0000 OPEO 00O 00O .... .... .... = Enterprise: standard sFlow (0)
Format: Raw packet header (1)
Flow data length (byte): 144
Header protocol: Ethernet (1)
Frame Length: 1518
Payload removed: 4
Original packet length: 128|

» Header of sampled packet: 52183d36beb5162ef99758610800450005dc253640004006. . .

Flow sample, seq 29955
Flow sample, seq 29956
Flow sample, seq 29957
Flow sample, seq 29958
Flow sample, seq 29959 =

vyvwvww

Figure 28. Verifying flow sample record.

Consider the figure above. It shows the information about raw packet header. Header
protocol is ethernet, length of frame before sampling is 1518, Payload removed value is
4 which means 4 bytes has been removed by the sampling process. Original packet length
is 128 bytes.

Step 9. Click on the arrow located on the leftmost side of the field called Header of
sampled packet. A list will be displayed.
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*dockero - O X

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help

Al i@ mRE QeEmEF §

Il

QQQwF

[ [udp [X] ~| Expression... +
No. Time Source Destination Protocol Lengtt Info —
4991 21.180184541 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4992 21.180209694 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4993 21.180234118 .8.1 .0.0.3 .0
4994 21.180363553 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4995 21.180391853 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4996 21.180417191 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0
4997 21.180443011 172.17.0.1 10.0.0.3 sFlow 1366 V5, agent 172.17.0

4998 21.180467709 172.17.0.1 10.0.0.3 sFlow 1366 V5. acent 172.17.? %
4

Outgoing 802.1p priority: @ -
Raw packet header

0000 0000 00O 0OOO 0000 .... .... .... = Enterprise: standard sFlow (0O)

Format: Raw packet header (1)
Flow data length (byte): 144
Header protocol: Ethernet (1)
Frame Length: 1518
Payload removed: 4
Original packet length: 128
[:]Header of sampled packet: 52183d36beb5162ef99758670800450005dc253640004006. . .
» Ethernet II, Src: 16:2e:79:97:58:6f (16:2e:19:97:58:6f), Dst: 52:18:3d:36:be:b5 (52:18:3d:36:be:
» Internet Protocol Version 4,|Src: 10.0.0.1, Dst: 10.0.0.2|
» Transmission Control Protocol, [Src Port: 36104, Dst Port: 5201| Seq: 537488087, Ack: 1191359040
» Data (62 bytes)

Figure 29. Verifying flow sample record.

Consider the figure above. It shows the source and destination MAC addresses, source IP
(10.0.0.1) and destination IP (10.0.0.2), TCP information such as source and destination
ports.

This concludes Lab 4. Close Wireshark window, stop the emulation and then exit out of
MiniEdit and the Linux terminal.
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Lab 5: Collecting and Processing NetFlow, IPFIX and sFlow data using Nfdump
Overview
This lab introduces Nfdump, a set of tools to collect and process NetFlow, IPFIX and sFlow
data. The focus of this lab is to enable NetFlow, IPFIX, sFlow exporters in Open Virtual
Switch (Open vSwitch) and analyze data using Nfdump.
Objectives
By the end of this lab, you should be able to:
1. Understand the concept of Nfdump.
2. Enable NetFlow, IPFIX and sFlow in Open vSwitch.
3. Analyze collected data using Nfdump.
Lab settings

The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device Account Password

Client admin password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction.
2. Section 2: Lab topology.
3. Section 3: Launching NetFlow collector and exporter.
4. Section 4: Analyzing NetFlow data using Nfdump.
5. Section 5: Analyzing IPFIX data using Nfdump.
6. Section 6: Analyzing sFlow data using Nfdump.
1 Introduction

NetFlow and IPFIX are designed for the collection of IP traffic information and the
monitoring of network traffic. They provide a detailed view of application flows and a
popular way of gaining both a broad and detailed picture of what is happening inside the
network. With the help of these tools, it is possible to visualize where network traffic ends
up, the source of the traffic, and how much traffic is being generated. You can gain
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increased visibility into bandwidth allocation, identify, and prevent any further abuse
potentially impacting the performance of the network?.

sFlow uses sampling technology to capture traffic statistics from the device it is
monitoring. It captures packet headers and partial packet payload data into sFlow
datagrams that are then exported to collectors for analysis?. Based on a defined sampling
rate, an average of 1 out of N packets is randomly sampled.

1.1 Introduction to Nfdump

Nfdump is a very popular command-line toolset for collecting, storing, and processing
NetFlow/SFlow/IPFIX data. This utility can process data very fast. Nfcapd is the NetFlow
and IPFIX capture daemon that reads the data from the network and stores the data into
files. Sfcapd is the sFlow capture daemon. Nfdump reads the data from the files stored by
the daemons. All the data is stored as nfcapd file. Every five minutes, nfcapd rotates and
renames the output file with the time stamp nfcapd.YYMMddhhmm of the interval (e.g.,
nfcapd.202103221140 contains data from March 229, 2021, time 11:40 onward). It can
save 288 files per day based on five minutes time interval. Nfdump also offers a graphical
web-based front-end tool called nfsen-ng which allows processing the NetFlow data
within the specified time span, easily navigate through the collected data, set alerts,
based on various conditions. It can process a file stored by nfcapd every five minutes3.

Collecting data Processing data
@—> nfcapd
NetFlow Exporter Output
storage nfdump text
@—» sfcapd

sFlow Agent

Figure 1. Nfdump architecture.

Consider Figure 1. NetFlow and sFlow daemons are capturing and saving data from
routers. Nfdump reads the stored data from the files and delivers as text based on the
queries.

1.2 Processing data using Nfdump

Flows can be read either from a single file or from a sequence of files. Nfdump has several
output formats (line, long, extended). The output format line is the default output format
when no format is specified. It limits the information to the connection details as well as
number of packets, bytes, and flows. The output format long is identical to the format
line and includes additional information such as TCP flags and Type of Service (ToS). The
output format extended is identical to the format long and includes additional computed
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information such as packet per second (pps), bytes per second (bps) and bits per packet
(bpp)*.

Nfdump has a powerful and fast filter engine. All flows are filtered before they are further
processed. If no filter is given, any flow will be processed. The filter is either given on the
command line as last argument enclosed in ', or in a file3.

2 Lab topology

Consider Figure 2. There are three switches, two end hosts, and a docker container.
Switch s3 is acting as an exporter and the docker d1 is the collector.

10.0.0.3/8

d1-eth0

s3-ethl

sl-ethl s2-ethl

hi-eth0 h2-eth0

10.0.0.1/8 10.0.0.2/8
Figure 2. Lab topology.
2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8
dl d1l-ethO 10.0.0.3 /8
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2.2 Loading a topology

Step 1. Click on the Client tab to access the Client PC.

Ea] Topology & Content * |+ Status m

Figure 3. Accessing the Client PC.

Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for
a password, type password]|.

Computer

Miniedit

Figure 4. MiniEdit shortcut.

Step 3. On MiniEdit’s menu bar, click on File then open to load the lab’s topology. Open
the directory called /lab5 and select the file lab5.mn. Then, click on Open to open the

topology.

Edit Run Help
New
1 O
o - ayoX
Save — et
Export Level 2 Script Directory:  /home/Lubuntu/Network Management/labs —
e =
(B I¥]
\ File name: lab5.mn Open
X5 Files of type: Mininet Topology (*.mn) - | Cancel ’

Figure 5. MiniEdit’s Open dialog.
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Figure 6. MiniEdit’s topology.

Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Figure 7. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit

Figure 8. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links
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File Actions Edit View Help
Shell No. 1

Figure 9. Displaying network interfaces.

In figure 9, the link displayed within the gray box indicates that interface ethO of host h1l
connects to interface eth1 of switch s1 (i.e., s1I-ethi<->h1-eth0).
3 Launching NetFlow collector and exporter

Step 1. Go back to MiniEdit. Hold right-click on docker d1 and select Terminal. This opens
the terminal of the docker and allows the execution of commands.

ok

Docker Options

Terminal

il
/ \
— —

sl

(]

hl h2

Figure 10. Opening a terminal on docker d1.

Step 2. Navigate into /nfdump directory by issuing the following command.

cd nfdump/

root@d1l: /nfdump

Figure 11. Entering into nfdump directory.
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Step 3. Type the following command to start the nfcapd daemon. The daemon will start
collecting data and stores in file netflow _files.

nfcapd -b 10.0.0.3 -p 9995 -1 /nfdump/netflow files/

root@d1: /nfdump

n: IP addr
: IPv6 router IP addr
: router ID
n: BGP
: time p
1: NSEL C
¢ NSEL X
: NSEL
n: NSEL x
n: NSEL
1: NSEL
on: NSEL

of IPFIX tags: 7

Figure 12. Starting nfcapd daemon.

Consider the figure above. [-1] specifies the host address 10.0.0.3 to bind for listening.
specifies the port number 9995. [-1]is referring to the directory where the file will be saved.
The figure shows that the host was bound to the daemon.

Step 4. Open the Linux terminal.

Figure 13. Opening Linux terminal.

Step 5. Execute the following script to start the NetFlow exporter. If prompted for

password, type fpassword|.

sudo ovs-vsctl —-- set bridge s3 netflow=@nf -- --id=@nf create netflow
targets=\”10.0.0.3:9995\”
Page 9



Lab 5: Collecting and Processing NetFlow, IPFIX and sFlow data using Nfdump

Lubuntu@admin: ~

| File Actions Edit View Help

Lubuntu@admin: ~

1b dé
Lubuntu@admn

Figure 14. Starting NetFlow exporter.

Consider the figure above. The command creates a NetFlow ID and is attached to switch
s3. Switch s3is acting as an exporter and transmits data to the collector. 10.0.0.3 is
the collector IP and the port is the default UDP port 9995.

Step 6. Type the following command to verify NetFlow configuration.
sudo ovs-vsctl list netflow

Lubuntu@admin:

[Lubuntu@admin:~$ |sudo ovs-vsctl list netflow

_uuild s A b376-d6a6-400b-90f4-cdf16c0a7025

argets

iLubGntu@admin:

Figure 15. Verifying NetFlow configuration.

Consider the figure above. Exporter s3 is running with a Universally unique identifier
(UUID) which is also known as NetFlow ID, target IP address is 10.0.0.3 and the port is

9995.

Step 7. Type the following command to execute a script so that the exporter can send
flows to the collector. If prompted for password, type [password]|

sudo ./connect collector.sh

File Actions Edit View Help
Lubuntu@admin: ~

Lubuntu@admin:~$ [sudo ./c t collector.sh

Lubuntu@admin:~$ §

Figure 16. Connecting collector to the exporter.

4 Analyzing NetFlow data using Nfdump
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In this section, you will analyze NetFlow data.

4.1 Performing a connectivity test

Step 1. Hold right-click on host h2 and select Terminal. This opens the terminal of host h2
and allows the execution of commands on that host.

&

—

s3

e

sl ‘ s2
1 (r—
Host Options
hl

Figure 17. Opening a terminal on host h2.
Step 2. In host h2 terminal, type the following command to run the host in server mode.

iperf3 -s

"Host: h2"

Figure 18. Running host h2 in server mode.

Consider the figure above. The figure shows that host h2 is acting as a server and listening
to port 5201.

Step 3. Open host h1 terminal and type the following command to run the host in client
mode.

iperf3 -c 10.0.0.2
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root@admin:~# |iperf3

|Connec g to host 10.0
al 10.0.0.1 po

ID]
.00

6.00-7.00
.00-8.00

8.00-9.00

9.00-10.00
erval

0.00-10.00
0.00-10.04

"Host: h1"

rt 5201

connected to 10.0.0.2

Bitrate

40.

) GBytes 41

GBytes
GBytes
GBytes
GBytes
GBytes
GBytes
GBytes

GBytes

sfer

GBytes
GBytes

-

3
3

Gbits/sec

Gbits/se«

B Gbits

2 Gbits/sec

-

[

-

.0

.4

.3

Gbi

Gbits/sec

Gbits/sec

Gbits/sec

Gbi

Gbits/sec

port 5201
Retr Cwnd
rs13

5 a

MBytes

MBytes

9 MByt

Figure 19. Running host h1 in client mode.

MBytes

MBytes
MBytes

MBytes

senaer

Consider the figure above. The test runs for ten seconds with an interval of one second.

4.2 Visualizing NetFlow data stored by nfcapd

Step 1. Go to docker d1 terminal to verify that the exporter was detected to examine the
packets. Press to stop the nfcapd daemon.
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root@d1: /nfdump

pd -b 10.0
input/o

AS number

tion, src/dst mask

IPv6 router IP addr

username
max userna
pd
: mmon block
: Compat NEL IPv4
Block All

: 10.173.78.66, Sampling Mode: ©, Sampling Interval: 1

gﬁ“%vwavnnw Errors: 1, Bad Packets: ©

Figure 20. Verifying the exporter connectivity.

Consider the figure above. It shows that the new exporter was detected and includes
information about the exporter such as total flows (16), number of packets (2267125) and
bytes (51329316845).

If total flow number is O, run the collector and perform the test again. You might get
different number of flows and bytes.

Step 2. Type the following command to verify the nfcapd file stored into netflow_files.
ls /nfdump/netflow files | tail -1 > tmp ; cat tmp

root@dl: /nfdump

et v files tail -1 > tmp ; cat tmp

Figure 21. Verifying nfcapd files.

Consider the output in the figure above. It shows a new file added named
nfcapd.202207062205 (Year 2022, Month 07, Date 06, Time 22:05).

You will see a file that is named based on the time you are running the test.
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Nfcapd stores file for every 5 minutes (e.g., one file from 15:45 to 15:50). You might get
2 files if the exporter is running for more than 5 minutes (e.g., 5:45 to 15:52).

Step 3. Type the following command to read the file that was currently stored. Note the
symbols enclosing the command are backticks [ " Jnote single quotations.

nfdump -r /nfdump/netflow files/ cat tmp’

root@d1: /nfdump

: /nfdump#| nfdump -r ow fi at tmp
te first seen atic Src IP Addr:Port

10.0.0.2:5201

2.0.0.2:5201

:46218

: 46218

146218

;46216

Figure 22. Reading the recorded file.

Consider the figure above. The output includes the date, time, duration, protocol, source
and destination IP addresses, ports, packets, bytes, and flows. It also provides a summary
of the test.

You can read any file if you get more than 1 file stored in the folder.

5 Analyzing IPFIX data using Nfdump
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In this section, you will enable IPFIX agent and collector. You will also perform a
connectivity test between hosts. Finally, you will verify the stored file using nfdump.

5.1 Launching IPFIX collector and exporter
Step 1. Type the following command to start the nfcapd daemon. The daemon will start

reading data from the exporter and stores in a file.

nfcapd -b 10.0.0.3 -p 9995 -1 /nfdump/ipfix files/

root@d1: /nfdump

p.0.0.3 -p -1 /nfdump/ipfix files/
ut interface index
tput erface index
AS n
AS n

tion, src/dst mask

1: IPv6 nex
n: IPv4 BGP n
1: IPv6 BGP next IP
dst vlan id
output packets
output ps

: IPv6 rout EL
: router ID
1: BGP adjacent | /next AS

Pv4 addr

Star
Init ¢ Max mber of IPFIX tags:

Figure 23. Starting nfcapd daemon.

Consider the figure above. [-1| specifies the host address 10.0.0.3 to bind for listening.
specifies the port number 9995. [-1]is referring to the directory where the file will be saved.
The figure shows that the host was bound to the daemon.

Step 2. Go back to the Linux terminal and execute the following script to start the IPFIX
exporter. If prompted for password, type fpassword|.

sudo ovs-vsctl —-- set bridge s3 ipfix=@if -- --id=@if create IPFIX
targets=\”10.0.0.3:9995\”
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E Lubuntu@admin: ~
File Actions Edit View Help
Lubuntu@admin: ~

ILubuntu@admin
"1 3

b124 -k
ILubuntu@admin

Figure 24. Starting IPFIX exporter.
Consider the figure above. The command creates an IPFIX ID and is attached to switch
s3. Switch s3is acting as an exporter and transmits data to the collector. 10.0.0.3 is
the collector IP and the port is the default UDP port 9995.
Step 3. Type the following command to verify IPFIX configuration.

sudo ovs-vsctl list ipfix

= Lubuntu@admin: ~

File Actions Edit View Help
Lubuntu@admin: ~ (%)

iLubuntu@admin: X
| uuid : 24b72c-b4f4-483f-93f8-b1609583c4c9
ive timeout:

lother config
sampling
jtargets

l
ILubuntu@admin:~$ [

Figure 25. Verifying IPFIX configuration.

Consider the figure above. Exporter s3 is running, target IP address is 10.0.0.3 and the
port is 9995.

Step 4. Open host h1l terminal and type the following command to perform a test.

iperf3 -c 10.0.0.2
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in:~# |iperf3

7] local 10.0.0.1 port 41792 connected to 10.0.0.2

ID] Interval
0.00-1.00

1.00-2.00
.00-3.00

3.00-4.00

7.00
3.00
3.00
10.00
Interval

[

E 3 0.00-10.00
[ 0.00-10.04
I

iperf Done.
root@admin:

C

sec

Figure 26. Performing iperf3 test.

“Host: h1"

10.0.0.2
g to host 10.0.0.2,

port 5201

Transfer Bitrate

4

4.

.05

4.26

GBytes 34.8
GBytes 35.8
GBytes 36.6

GBytes 35.7

GBytes
GBytes
GBytes

GBytes

] GBytes

Gbits/sec

Gbits/sec

Gbi

Gbits/sec

Gbits/sec

Gbits/sec

Gbits/sec

Gbits/sec

7 Gbits/sec

Gbits/sec

Consider the figure above. The test runs for ten seconds with an interval of one second.

5.2 Visualizing IPFIX data stored by nfcapd

Step 1. Go to docker d1 terminal to verify the exporter was detected to examine the
packets. Press to stop the nfcapd daemon.
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root@d1: /nfdump

<: [0] Add
ew export 2, e ’ : 2.17.0.1, S ling Mode: ©, Sampling Interval: 1

Sequence Errors: 2, Bad Packets: 0

Figure 27. Verifying the exporter connectivity.

Consider the figure above. It shows that the new exporter was detected and includes
information about the exporter such as total flows, number of packets and bytes.

If total flow number is O, run the collector and perform the test again.

Step 2. Type the following command to verify the nfcapd file stored into ipfix_files.
ls /nfdump/ipfix files | tail -1 > tmp ; cat tmp

root@d1l: /nfdump

/nfdump/ipfix files | tail -1 > tmp ; cat tmp

Figure 28. Verifying nfcapd files.

Consider the figure above. It shows a new file added named nfcapd.202207062220 (Year
2022, Month 07, Date 06, Time 22:20).

You will see a file that is named based on the time you are running the test.

Step 3. Type the following command to read the file that was currently stored. Since the
total flow number is 161869, it will take time to load all the flows. For simplicity, you will
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use[-c 15/to show top 15 flows from the list. Note the symbols enclosing the command
are backticks[ " Jnote single quotations.

nfdump -r /nfdump/ipfix files/ cat tmp  -c 15

root@d1: /nfdump

Figure 29. Reading the recorded file.

Consider the figure above. The output includes the date, time, duration, protocol, source
and destination IP addresses, ports, packets, bytes, and flows. It also provides a summary
of the test. Since nfdump uses a fixed output format, the result is similar to netflow data.

6 Analyzing sFlow data using Nfdump
In this section, you will enable sFlow agent and collector. You will also perform a

connectivity test between hosts. Finally, you will verify the stored file using nfdump.

6.1 Launching sFlow collector and agent

Step 1. Type the following command to start the sfcapd daemon. The daemon will start
reading data from the agent and stores in a file.

sfcapd -b 10.0.0.3 -p 9995 -1 /nfdump/sflow files/
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root@d1: /nfdump

number

, src/dst mask

: IPv4 BGP next IP
: IPv6 BGP next IP
/dst n id

ets

packets

IP addr
IP addr

max username
fpcapd
Common block
: Compat NEL IPv4
‘ NAT Port Block Allocation
ind to IPv4 host/IP: 10.0.0.3, Port: 9995
tup.

Figure 30. Starting sfcapd daemon.

Consider the figure above. [-1 specifies the host address 10.0.0.3 to bind for listening.
specifies the port number 9995. [-1]is referring to the directory where the file will be saved.
The figure shows that the host was bound to the daemon.

Step 2. Go back to the Linux terminal and execute the following script to enable a sFlow
agent. If prompted for password, type jpassword|.

sudo ovs-vsctl -- --id=@s create sflow agent=s3-ethl target=\"710.0.0.3:9995\"
sampling=64 polling=10 -- set bridge s3 sflow=(@s

-— Lubuntu@admin: ~

File Actions Edit View Help
Lubuntu@admin: ~

s3-ethl target=\"

Figure 31. Enabling sFlow agent.

Consider the figure above. The command creates a sFlow ID and is attached to switch
s3. Switch s3isacting asan agent andtransmits data to the collector.10.0.0.3is
the collector IP and the port is the default UDP port 9995.

Step 3. Type the following command to verify sFlow configuration.
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sudo ovs-vsctl list sflow

= Lubuntu@ad

File Actions Edit View Help
Lubuntu@admin: ~

Lubuntu@admin:~$ |sudo ovs-vsctl list sflow
uuid : 5¢716827-7544-44ab-b68d-

lagent : s3-ethi

external_ids

header

polling

Isampling

targets

Lubuntu@admin:

Figure 32. Verifying sFlow configuration.

Consider the figure above. s3 agent is running, target IP address is 10.0.0.3 and the port
is 9995.

Step 4. Open host hl terminal and type the following command to perform iperf3 test.
iperf3 -c 10.0.0.2

"Host: h1"
root@admin:~# |iperf3 -c 10.0.0.2
ecting to host 10.0.0.2, port 5201
al 10.0.0.1 port 41820 connec to 10.0.0.2 port 5201
ID] Interval Transfer Bitrate Retr Cwnd
7] .00-1.00 sec 1.13 GBytes 9.66 Gbits/sec 0 7.92 MBytes
.00-2. sec .81 GBytes 15.6 Gbits/se« 5.93 MBytes
.00 : sec .51 GBytes 13.0 Gbits/sec D 5.16 MBytes
.00-4.0¢€ .39 GBytes .9 Gbits/sec : .16 MBytes
$.00-5. .50 GBytes 2.9 Gbits/sec 0 6.28 MBytes
GBytes 4.7 Gbits/se«
7.00 se .58 GBytes .6 Gbits/sec
8.00 - .74 GBytes .9 Gbits/sec

-9.00 € .81 GBytes 5.6 Gbit

10.00 sec .6 4.2 Gbits/sec

rate
6 Gbits/sec
Gbits/sec

Figure 33. Performing iperf3 test.

Consider the figure above. The test runs for ten seconds with an interval of one second.

6.2 Visualizing sFlow data stored by sfcapd

Page 21



Lab 5: Collecting and Processing NetFlow, IPFIX and sFlow data using Nfdump

Step 1. Go to docker d1 terminal to verify that the exporter was detected to examine the
packets. Press to stop the sfcapd daemon.

root@d1: /nfdump

n: dst tos, direction, src/dst mask
v4 next hop
n: IPv6 next ho

, agentSubId: ©, MeanSkipCount: 6

sequence Errors: 0, Bad Packets: ©

Figure 34. Verifying the exporter connectivity.

Consider the figure above. It shows that the new exporter was detected and includes
information about the exporter such as total flows, number of packets and bytes.

If total flow number is 0, run the collector and perform the test again.

Step 2. Type the following command to verify the nfcapd file stored into sflow _files.

ls /nfdump/sflow files | tail -1 > tmp ; cat tmp

root@dl: /nfdump

low files/ | tail -1 = tmp

i

Figure 35. Verifying nfcapd files.

Nfdump stores sFlow files as nfcapd file though the daemon for sFlow is sfcapd. Consider

the figure above. It shows a new file added named nfcapd.202207062227 (Year 2022,
Month 07, Date 06, Time 22:27).
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You will see a file that is named based on the time you are running the test.
Step 3. Type the following command to read the file that was currently stored. Since the
total flow number is 438382, it will take time to load all the flows. For simplicity, you will

use to show top 15 flows from the list.

nfdump -r /nfdump/sflow files/ cat tmp  -c 15

root@d1: /nfdump
15

Figure 36. Reading the recorded file.

Consider the figure above. The output includes the date, time, duration, protocol, source
and destination IP addresses, ports, packets, bytes, and flows. It also provides a summary
of the test.

This concludes Lab 5. Stop the emulation and then exit out of MiniEdit and the Linux
terminal.
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Lab 6: Collecting and Processing NetFlow data using Nfdump
Overview
This lab introduces Nfdump, a set of tools to analyze NetFlow, sFlow and IPFIX data as
well as to track traffic patterns continuously. The focus of this lab is to show formatting
and filtering features of Nfdump.
Objectives
By the end of this lab, you should be able to:
1. Understand the concept of Nfdump.
2. Analyze NetFlow data using Nfdump.
3. Explore Nfdump formatting and filtering features.
Lab settings

The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device Account Password

Client admin password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction.
2. Section 2: Lab topology.
3. Section 3: Launching NetFlow collector and exporter.
4. Section 4: Analyzing NetFlow data using Nfdump.
1 Introduction

NetFlow is designed for the collection of IP traffic information and the monitoring of
network traffic. It provides a detailed view of application flows and a popular way of
gaining both a broad and detailed picture of what is happening inside the network. With
the help of NetFlow collector and NetFlow analyzer tools, it is possible to visualize where
network traffic ends up, the source of the traffic, and how much traffic is being generated.
You can gain increased visibility into bandwidth allocation, identify, and prevent any
further abuse potentially impacting the performance of the network3.
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1.1 Introduction to Nfdump

Nfdump is a very popular command-line toolset for collecting, storing, and processing
NetFlow/SFlow/IPFIX data. This utility can process data very fast. Nfcapd is the NetFlow
and IPFIX capture daemon that reads the data from the network and stores the data into
files. Sfcapd is the sFlow capture daemon. Nfdump reads the data from the files stored by
the daemons. All the data is stored as nfcapd file. Every five minutes, nfcapd rotates and
renames the output file with the time stamp nfcapd.YYMMddhhmm of the interval (e.g.,
nfcapd.202103221140 contains data from March 22"9, 2021, time 11:40 onward). It can
save 288 files per day based on five minutes time interval. Nfdump also offers a graphical
web-based front-end tool called nfsen-ng which allows processing the NetFlow data
within the specified time span, easily navigate through the collected data, set alerts,
based on various conditions. It can process a file stored by nfcapd every five minutes?.

Collecting data Processing data
nfcapd
5
NetFlow Exporter Output
storage nfdump text
@—» sfcapd

sFlow Agent

Figure 1. Nfdump architecture.

Consider Figure 1. NetFlow and sFlow daemons are capturing and saving data from
routers. Nfdump reads the stored data from the files and delivers as text based on the
queries.

1.2 Processing data using Nfdump

Flows can be read either from single file or from a sequence of files. Nfdump has several
output formats (line, long, extended). The output format line is the default output format
when no format is specified. It limits the information to the connection details as well as
number of packets, bytes, and flows. The output format long is identical to the format
line and includes additional information such as TCP flags and Type of Service (Tos). The
output format extended is identical to the format long and includes additional computed
information such as packet per second (pps), bytes per second (bps) and bits per packet

(bpp)*.
Nfdump has a powerful and fast filter engine. All flows are filtered before they are further

processed. If no filter is given, any flow will be processed. The filter is either given on the
command line as last argument enclosed in ', or in a file3.
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2 Lab topology

Consider Figure 2. There are three switches, four end hosts, and a docker container.
Switch s3 is acting as a NetFlow exporter and the docker d1 is the collector.

10.0.0.5/8

d1

s3-ethl

10.0.0.1/24 10.0.0.2/24 10.0.0.3/24 10.0.0.4/24

Figure 2. Lab topology.
2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1l-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8
h3 h3-eth0 10.0.0.3 /8
h4 h4-ethO 10.0.04 /8
dl d1-ethO 10.0.0.5 /8

2.2 Loading atopology
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Step 1. Click on the Client tab to access the Client PC.

Ea] Topology & Content * |+ Status m

Figure 3. Accessing the Client PC.

Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for
a password, type password]|.

Computer

-

Miniedit

Figure 4. MiniEdit shortcut.

Step 3. On MiniEdit’s menu bar, click on File then open to load the lab’s topology. Open
the directory called /lab6 and select the file lab6.mn. Then, click on Open to open the

topology.

MiniEdit

P

Export Level 2 Script Directory: /home/Lubuntu/Network Management/lab6é h

o B b0

S— [ 2
\ File name: lab6.mn I gpenl
— Files of type: Mininet Topology (*.mn) 1 | Cancel

Figure 5. MiniEdit’s Open dialog.
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E EJ

/\ /\
LTI |

h2 h3

Figure 6. MiniEdit’s topology.

Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Figure 7. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit
Figure 8. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links
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File Actions Edit View Help
Shell No. 1 S

Figure 9. Displaying network interfaces.

In figure 9, the link displayed within the gray box indicates that interface ethO of host h1
connects to interface eth1 of switch sl (i.e., h1-ethO<->s1-eth1).
3 Exploring Nfdump features

Step 1. Go back to MiniEdit. Hold right-click on docker d1 and select Terminal. This opens
the terminal of the docker and allows the execution of commands.

o

Docker Options

—

s3

J\

hl h2 h3 ha

Figure 10. Opening a terminal on docker d1.

Step 2. Navigate into /nfdump/nfcapd_files/ directory by issuing the following command.

cd nfdump/nfcapd files/

root@d1: /nfdump/nfcapd files

Figure 11. Entering into nfdump directory.

Page 8



Lab 6: Collecting and Processing NetFlow data using Nfdump

Step 3. Type the following command to show the list of files that are stored already for
exploring nfdump features.

root@dl:/nfdump/nfcaj

nfcapd.202104262130
root@dl:/nfdum

Figure 12. Verifying the recorded file.

Consider the figure above. It shows two files (e.g., nfcapd.202104262145 which refers to
Year 2021, Month 04, Date 26, Time 21:45).

Step 4. Type the following command to read file nfcapd.202104262145.
nfdump -r nfcapd.202104262145

root@d1: /nfdump/nfcapd files
dump/nfcapd files#|nfdump -r nfcapd.202104262145
: Duration Proto Src IP Addr:Port Dst IP Addr:Port
TCP 10. 0.1: -3 10.
TCP 10.0.0.1:402 > 10.
TCP 10.0.0. 0 -2 10
TCP 10.0. L - 10
TCP 10.0.0.4: 0 -> 3 2:48276 1866
TCP 10. b - 0.0.0. 00 84071
TCP 10.0.0.1: 2 -3 0.0.0.3: 84071
TCP 10.0.0.1:
TCP 18.9.6.1: 7 = 0.0. : 0 84071
TCP 10. % B 0 8. 0 84071
e 10.0.0. 6 -> 0 84072
TCP 0. 270 -> .0. 0 1916
TCP 1 5001 - .0.0. 70139
TCP 0.0.0.1:40276 .0.0.3:50 71955
TCP 0.0.0.1: - 0 .0 - 0 71955
TCP < I B 7 > 0.0.0.3:500 71956
TCP 0 Bl 76 -> .0.3:500 71956
TCP 2 I 5001 - . i : 2 67506
TCP 8.0, -3 .0.0. 88583
TCP B . ¢ .0.0.4:500 88583
TCP 5 0
TCP
TCP
7 TCP : - .0.
TCP . > 0 .0.4:5001
7 TCP 10. . 0 -3 O .0.4:5001
TCP 10. ) 8 -> 5 1 5001
TCP 10.0.0. 0.0 .2:48270 M
: 74.0 G, total p: 9 avg bps: 40.7 G, avg pps: 199530, avg bpy
1:45:10 - 2021-04-26 21:45:
Blocks skippe 0, Bytes r
10137.6 wall: 0.001s flo

)N NN N

TS
S N )

Ul et et

5.
5
5
5
9

[PV I N

w

[CY]

w

OWwWwww

[V

Figure 13. Reading the recorded file.

Consider the figure above. The output includes the date, time, duration, protocol, source
and destination IP addresses, ports, packets, bytes, and flows. It also provides a summary
of the test.

3.1 Nfdump formatting features
Step 1. Type the following command to see the long format output.

nfdump -r nfcapd.202104262145 -o long
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root@d1: /nfdump/nfcapd_files

2145 -0 long

). 000
504

Figure 14. Reading a file in long format.

Consider the figure above. You will notice two new fields, flags, and Type of service (Tos)
are added in the output.

Step 2. Type the following command to see the extended format output.

nfdump -r nfcapd.202104262145 -o extended

root@d1: /nfdump/nfcapd _files

Figure 15. Reading a file in extended format.

Consider the figure above. You will notice three more fields, packet per second (pps),
bytes per second (bps) and Bits per packet (Bpp) are added in the output.

Step 3. You can customize the output based on your requirement. Type the following

command to execute a script.
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./nfdump format.sh

root@d1: /nfdump/nfcapd files

IP Addr:Port Dst IP Addr
10.0.0.1:40276 ->

10 6

10

2021-04-
2021-04-2

1-04-26 21:45:24
d: 0, tes ¢ 2368
second:

Figure 16. Reading a file in customized format.

The following command was executed in the script.

:Port

wwN

3.
3
3
3
1
31:
4.
4.
4.
4.
4.
- B
3.
3.

www

[

nfdump -r /nfcapd.202104262145 -0 “fmt:%ts %te %sap -> %dap %pkt %byt”

You will see all the available options in the nfdump manual (Reference 4). Followings are

the ones used in the script.

e %ts: Start time — First seen

e %te: End time — last seen

e %sap: Source address:port

e %dap: Destination address:port
e  %pkt: Packets

e  %byt: Bytes

Step 4. Type the following command to aggregate the data.

nfdump -r nfcapd.202104262145 -a

root@d1: /nfdump/nfcapd files
02104262145 -a
Proto Src IP Addr:Port
.070 .010 TCP o P.3:5001
.070 0.010 TCP .0.0.1:40276
.607 .0 48270
.607
28, tot
21:45:10
28, Blocks
s/second: 6474.0

3
796473 38.8 G 12
799166 1
764328

1
2

g bpp: 25507
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Figure 17. Aggregating data from a file.

Consider the first entry of the figure above. Total 3 flows are detected where source and
destination IP addresses are 10.0.0.3 and 10.0.0.1, respectively. Total number of packets
are 541612, total bytes 35.7 M.

3.2 Nfdump filtering features

Step 1. Type the following command to show top five flows from the selected file.
nfdump -r nfcapd.202104262145 -c 5

root@d1: /nfdump/nfcapd files
capd files# |nfdump -r n pd . 202104262145 5
Duration Proto ddr:Port Dst IP Addr:
0.000 TCP .0 1:40276 ->
TCP

TCP .0.0. > : .1:40276

.000 TCP 0.0.0. 0 2 .4:5001
0.0 . :50 > .0.0.2:48270 123164
total byt 184 M, total g : 10058, avg b .7 M, avg pps: 2198, avg bpp:
6 21:45:10 - 2021-04-26 21:45:24
Bloc
2329.9 : 0.000s flows, 16835.0

Figure 18. Filtering top five flows from a file.
Consider the figure above. The figure shows top five flows from the file.
Step 2. Type the following command to filter output based on the protocol.
nfdump -r nfcapd.202104262145 ‘proto tcp’

root@d1: /nfdump/nfcapd _files
#|nfdump -r nfcapd 2104262145 'proto tcp'
ation Proto S IP Addr:Port Dst IP Ad
0.1:40276 10.0.0.
40276

2021-04
2021-04-

NN NN e

AL bPpbOOO
w e
~

~

[}

:5001 :

: 40276 +8:0. € 71955
: 40276 .0. :500 71955
40276 -> .0.0. 71956
40276 .0 6 71956
5001 A 67506
148270

148270

O U O N

4.
5.4
S.
=
)
5
9.

WWWWWWARERREREHMHEHWWWWWWN

www

B M
74.0 G, total Kets: 9 M 2 0. G g 9 avg bpp: 25507

002s flov
1fdump/nf

Figure 19. Filtering NetFlow data based on TCP protocol.

Page 12



Lab 6: Collecting and Processing NetFlow data using Nfdump

Consider the figure above. The figure shows the output for TCP protocol.

Step 3. Type the following command to filter output ordered by bytes.
nfdump -r nfcapd.202104262145 -0 bytes

root@d1: /nfdump/nfcapd files
root@dl:/nfdump/nfcapd files#|nfdump -r 104262145 -0
Date first ! Duration Proto S IP Addr:Port
.425 TCP .0.0.1:40276

TCP 0.0.0.1:40276

TCP :

TCP

TCP

TCP

TCP

TCP

TCP

TCP

TCP

WWWwwwwwasbssm

NNNN NN
www
N~ o
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Figure 20. Filtering NetFlow data ordered by bytes.

Consider the figure above. is referring to order and the figure shows that the bytes
field is sorted by ascending order.

Step 4. Type the following command to filter output by source IP address.
nfdump -r nfcapd.202104262145 ‘src ip 10.0.0.1’

root@d1: /nfdump/nfcapd files
# |nfdump -r nfcapd.202104262145 'src ip 10.0.0.1"'
iration Proto IP Addr:Port IP Addr:Port Packets Bytes Flows
(¢} .0.0.1: -3 € 74
0 0 6 M
G

w B

G
G
G
G

7
.504 TCP 7
7
7
7@
1
1
1
1
a

.504 TCP

.504 TCP 3

.504 TCP . 3

.425 TCP .1:40276 -> B.6:0.3%
3
3
3

www

ww

.425 TCP
.425 TCP -3 §
.425 TCP B.0.0.1: -3 «9:0. 71956 4.
12, total bytes: 38.8 G, total packe T : 31.0 G, avg pps: 79567,
21:45:10 - 2021-04-26 21:45:24

Bloc skipped: ©, Byt
0.002s flo second: wall: 0.000s
@dl:/nfdum

(]
4
4.
4
4
4
4
5
5
5

EE

v

48763
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Figure 21. Filtering NetFlow data based on IP address.

Consider the figure above. The figure shows all the flows containing source IP address
10.0.0.1.
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Step 5. Type the following command to filter output by network address.
nfdump -r nfcapd.202104262145 ‘net 10.0.0.0/8’

root@d1: /nfdump/nfcapd files
s# Infdump -r nfcapd.202104262145 'net 10.0.0.60/8'
Duration Proto Src IP Addr:Port Dst IP Addr:Port
0.1:40276 - 0.0.3:5001

84071
84071
84071
84071
84071
84072
1916
470139
71955
71955
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71956

NNN
NN NN

[ ]
v n

2
2
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2
2

VB BBRABAHEREFWUDWWWWWN

O WU O N NN
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5001

001
5001
:5001
:5001
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TCP
TCP
9.958 TCP 5 O
total bytes: .0 G p : 2.9 M, avg bps:
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NN

25507

41116.0

Figure 22. Filtering NetFlow data based on network address.

Consider the figure above. The figure shows all the flows belong to the network 10.0.0.0/8.

Step 6. Nfdump provides a number of statistics. Type the following command to show the
source IP statistics.

nfdump -r nfcapd.202104262145 -s srcip

[¢]

0.1)

199530

Figure 23. Displaying top source IP address statistics.

Consider the figure above. The figure shows top source IP addresses ordered by flows. It
includes the percentage for flows, packets and bytes used by the source IP addresses.

Step 7. You can also use multiple nfdump filters at the same time. Type the following
command to filter output by multiple expressions.

nfdump -r nfcapd.202104262145 -o long ‘net 10.0.0.0/8 and not host 10.0.0.1 and
packets > 70000’
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root@d1: /nfdump/nfcapd files

fcapd file nfdump
Durat Pr
655 TCP
TCP
TCP
TCP

Figure 24. Filtering NetFlow data based on multiple features.

Consider the figure above. The figure shows an extended output where it shows all the
flows belong to the network 10.0.0.0/8 except the host 10.0.0.1 and the number of
packets > 70000.

Step 8. Type the following command to show output from multiple files.
nfdump -R nfcapd.202104262130:nfcapd.202104262145

root@d1: /nfdump/nfcapd files
y/nfcapd files# [nfdump -R nfcapd.20210 130:nfcapd.202104262145
Duration Proto S dr: Dst IP Addr:Port
10. TCP A K -3 10.0.0.3:5001
10 TCP 0.0.0. 68 - 10.0.0.3:5001
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10. TCP .0.0.1:40268 -> .0.0.3:5001
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10.0 TCP 2 2 > :5001
TCP .0.0.1: 68 -> 0.0.0.3:5001
TCP B.0.6.1: .0.0.3:5001
TCP 0.0.0.1:40268 -> .0.0.3:5001
TCP <0.0.3: 0. .1:40268
TCP .0.0.2:48 -> .0.0.4:5001
TCP B8 :5001
TCP -8.8.2: . .0.0.4:5001
TCP .0. > 0.0.0.4:5001
TCP 0.0.0.2: b 0. 0.4:5001
TCP w808, > . .4:5001
TCP 6 0 5
TCP
TCP
TCP
TCP
TCP
TCP
TCP

—

NNNN

o b R e e e e

o W,

NNNN

www
™ o
o000

o
o c

N
(<}

NN

: 40276 -> 10.0.
:40276 -> 10.0.0
:5001 E 10.0.
TCP 148270 -> 10.
TCP q: K :5001 > 10.
TCP 0.0.0.1:40276 - 10

0 acket .0 M, avg bp

©

p
2
p
2
P
2
2
-
B
5
2
>
2
5
2
=

[ R A

) ©
B NWHHSBNN

04-26 21:32:46 - 2021-04-
Blocks skippe y 4256
10237.5 € 5s flows/second:

Figure 25. Showing output from multiple files.

Consider the figure above. The figure shows the output from two files stored in the
directory (figure 12).

You can explore more about nfdump filtering following the link:
http://nfdump.sourceforge.net/
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This concludes Lab 6. Stop the emulation and then exit out of MiniEdit and the Linux
terminal.
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Lab 7: Collecting and Visualizing sFlow data using GoFlow and Grafana

Overview
This lab introduces Grafana which is a multi-platform open-source analytics and
interactive visualization web application. The focus of this lab is to enable sFlow agent in
Open Virtual Switch (Open vSwitch) and analyze the collected flows using Grafana
dashboard.
Objectives
By the end of this lab, you should be able to:

1. Understand the concept of GoFlow and Grafana.

2. Enable sFlow in Open vSwitch.

3. Analyze sFlow sampling records using Grafana.
Lab settings

The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device Account Password

Client admin password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction.

2. Section 2: Lab topology.

3. Section 3: Launching sFlow collector and agent.

4. Section 4: Analyzing sFlow sampling records using Grafana.
1 Introduction

Data visualization transforms abstract data into a visual context, such as a charts, plots,
or graph, to make data easier for the human brain to understand. We can visualize large
volumes of data in an understandable and coherent way, which in turn helps us
comprehend the information and draw conclusions and insights?.

Before Graphical User Interface (GUI) systems became popular, command line interface
(CLI) systems were the norm. On these systems, users had to input commands using lines
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of coded text. The commands ranged from simple instructions for accessing files or
directories to far more complicated commands that required many lines of code.
Apparently, GUI systems have made computers far more user-friendly than CLI systems?.

1.1 Introduction to GoFlow and Grafana

Grafana is an open and composable observability and data visualization platform. The
purpose of Grafana dashboards is to bring data together in a way that is both efficient
and organized. It allows users to better understand the metrics of their data through
queries, informative visualizations and alerts3. Users can also share the dashboards you
create with other team members, allowing you to explore the data together.

A Grafana dashboard is a powerful open source analytical and visualization tool that
consists of multiple individual panels arranged in a grid. The panels interact with
configured data sources, including Microsoft SQL server, Prometheus, MySQL, InfluxDB,
PostgreSQL and many others. Each panel is connected to a data source. Since the Grafana
dashboards support multiple panels in a single grid, users can visualize results from
multiple data sources simultaneously.

GoFlow is an application by Cloudflare to collect Netflow/IPFIX/sFlow data. Flow-pipeline
is a repository which contains GoFlow collector, kafka (provides a framework for storing,
reading, and analyzing streaming data), a database and an inserter (to insert the flows in
a database)”.

sFlow

Fl data inserter Output
Sriow GoFlow Kafka » PostgreSQL

y
y

Grafana

Y

agent

Figure 1. GoFlow and Grafana integration.

Consider Figure 1. GoFlow collector will collect sFlow data from the sFlow agent. The data
is sent to Kafka. Apache Kafka is a distributed data store optimized for ingesting and
processing streaming data in real-time. Streaming data is the data that is continuously
generated by thousands of data sources, which typically send the data records
simultaneously. A streaming platform needs to handle this constant influx of data and
process the data sequentially and incrementally. An inserter is responsible for inserting
the flows in the PostgreSQL database from kafka. Grafana is connected to the database
to visualize the data based on the user requirements®.

2 Lab topology
Consider Figure 2. There are three switches and two end hosts. Switch s3 is acting as a

sFlow agent. Localhost 127.0.0.1 (loopback address of the Virtual Machine) is the collector.
The collector is not visible in Mininet topology since it is a part of the operating system.
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Localhost:
Collector 127.0.0.1

sl-ethl s2-ethl

h1-ethO

10.0.0.1/8 10.0.0.2/8

Figure 2. Lab topology.

2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1l-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8

2.2 Loading atopology

Step 1. Click on the Client tab to access the Client PC.

Eal Topology & Content -+ |+ Status m

Figure 3. Accessing the Client PC.

Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for
a password, type fpassword|.
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Computer

Miniedit

Figure 4. MiniEdit shortcut.

Step 3. On MiniEdit’s menu bar, click on File then open to load the lab’s topology. Open
the directory called /lab7 and select the file lab7.mn. Then, click on Open to open the

topology.

| Edit Run Help

New

Open

Save -— Open -
ort Level 2 Script

Fis e Directory:  /home/Lubuntu/Network Management/lab7 _.‘ 74}

i 070

&= "
\ File name: [lab7.mn Open
' Cancel

= Files of type: Mininet Topology (*.mn) — |

Figure 5. MiniEdit’s Open dialog.

53

PN

h2

hl

Figure 6. MiniEdit’s topology.
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Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Stop ‘I‘\Ji
Figure 7. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit
Figure 8. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links

File Actions Edit WView Help
Shell No. 1 [}

Figure 9. Displaying network interfaces.

In figure 9, the link displayed within the gray box indicates that interface eth1 of host s1
connects to interface ethO of switch h1 (i.e., s1-eth1<-> h1-eth0).

3 Launching sFlow collector and agent

Step 1. Open the Linux terminal.

Figure 10. Opening Linux terminal.
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Step 2. Type the following command to assign a valid IP address to all interfaces. If

prompted for password, type password|.

sudo dhclient

= Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~ (X

Figure 11. Assigning valid IP addresses to all interfaces.

Step 3. Navigate into flow-pipeline/compose directory by issuing the following command.
The folder contains a startup file that includes GoFlow, Kafka, PostgreSQL, and an inserter.

cd flow-pipeline/compose/

Lubuntu@admin: ~/flow-pipeline/compose

File Actions Edit WView Help

Lubuntu@admin: ~/flow-pipeline/compose

Lubuntu@admin:

Lubuntu@admin:

Figure 12. Navigating into flow-pipeline/compose directory.
Step 4. Type the following command to run the startup file.

sudo docker-compose —-f docker-compose-postgres-collect.yml up
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Lubuntu@admin: ~/flow-pipeline/compose

File Actions Edit View Help
L ~/f ineli

ts and group metadata from

ed in empty block"

Figure 13. Enabling the collector.

Consider the figure above. It may take some time to start the collector. The highlighted
part shows that the collector GoFlow is starting. UDP port 6343 is for sFlow, 2056 is for
Netflow and port 2055 is for IPFIX. Once the collector is running, you will see the number
of records processed by the inserter.

Once you run a test between hosts hl and h2, you will notice number of records
increasing.

Step 5. Click on the File option and select + New Tab or press [Ctr1+Shift+T]|

Actions Edit  View Help

ar Lllne{cnmpuse
New Tab From Preset >

— Close Tab Cerls+Shift+w
[ New window ctrl+shift+N

Preferences...

8] Quit

Figure 14. Oemg a new terminal tab.

Step 6. Type the following command to enable a sFlow agent. If prompted for password,

type password.

sudo ovs-vsctl -- --id=@s create sflow agent=s3-ethl target=\7127.0.0.1:6343\"
sampling=64 -- set bridge s3 sflow=@s
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- Lubuntu@admin: ~

File Actions Edit View Help

Lubuntu@admin: ~/flow-pipeline/compose Lubuntu@admin: ~

jo - @s create sflow 53- ( \"127.0.0.1:6343\" sampling=64 -- set bridge s3 sflow=@s

Figure 15. Enabling sFlow agent.

Consider the figure above. The command creates a sFlow ID and is attached to switch
s3. Switch s3isacting asan agent andtransmits data to the collector.127.0.0.1is
the collector IP and the port is 6343. Sampling rate is 64 which means 1 in 64 packets will
be sampled.

Step 7. Type the following command to verify sFlow configuration.

sudo ovs-vsctl list sflow

File Actions Edit View Help

Lubuntu@admin: ~/flow-pipeline/compose

Lubuntu@admin:~5 |sud:

Figure 16. Verifying sFlow configuration.

Consider the figure above. One sFlow agent is running, target collector IP is 127.0.0.1 and
the port is 6343.

Step 8. Follow step 5 to open another terminal.

Step 9. Navigate into flow-pipeline/compose/postgres directory by issuing the following
command.

cd flow-pipeline/compose/postgres/

Lubuntu@admin: ~/flow-pipeline/compose/postgres
File Actions Edit View Help
Lubuntu@admin: ~/flow-pipeline/compose Lubuntu@admin: ~

Lubuntu@admin:~$ |cd flow-pipeline/compose/postgres/

Lubuntu@admin: N |

Figure 17. Navigating into flow-pipeline/compose/postgres directory.

Step 10. Type the following command to show the content of the script create.sh located
inside the directory.
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Lubuntu@admin: ~/flow-pipeline/compose/postgres
File Actions Edit View Help
Lubuntu@admin: ~/flow-pipeline/compose Lubuntu@admin: ~

Lubuntu@admin: $ |[cat create.sh
#!/bin/bash

set -e

psql -v ON STOP=1 S_USER" dbname "S$POSTGRES_DB" <<-EOSQL

p default NULL,

timestamp default NULL,

Lubuntu@admin:

Figure 18. Displaying a file located inside the directory.

Consider the figure above. If any data is stored in the postgres database, a table flows will
be created. The table has different columns such as[src _ip|, [dst ip| bytes and packets.
You will explore more about the database when you analyze records in Grafana
dashboard.

4 Analyzing sFlow sampling records using Grafana
In this section, you will analyze sFlow data. You will use graphical interface of Grafana to

view the results. You will create a folder and a dashboard which can be saved and used
later.

4.1 Launching Grafana

Step 1. Open the browser.

Y B © - M > qgterminal-3windows Il MiniEdit

Figure 19. Opening a browser.

Step 2. In the search engine, type localhost:3000/login. The username is and the
password is [admin|. The, click on Login.
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= Grafana x |+

oo ce o[© atemmonn |

Welcome to Grafana

Figure 20. Login to Grafana.

Step 3. There is an option to change the password. You can also click on skip if you do not
want to change the password.

Welcome to Grafana

Figure 21. Login to Grafana.

Step 4. Once you login, you will be directed to the homepage of Grafana.
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eral / Home

Welcome to Grafana Need help? Doc

PLUGINS

Find and install plugins

Figure 22. Visualizing Grafana homepage.

4.2 Creating dashboard in Grafana
In this section, you will create a Grafana dashboard.

Step 1. In this step, you will create a folder for sFlow. You will be able to add dashboards
in that particular folder. Click on the [ sign located on the left side. Select Create -> Folder.

88 General / Home

Welcome to Grafana

Create

Dashboard
Folder

Import

Create users and teams

ptional

< Learn to organize your users in teams and manage resource access

and roles

Figure 23. Creating a folder.

Step 2. Name the folder as sFlow and select Create.
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00 pashboards
oo

& Manage BI Playlists ® Snapshots

New Dashboard Folder
Folder name

sFlow

Create

Figure 24. Creating a folder.

Step 3. Once you create a folder, you will see an option to create dashboard. Click on
Create Dashboard. It will create a panel. You can create multiple panels to make a

dashboard.

D Dashboards / sFlow

& Permissions

Figure 25. Creating a dashboard.

Step 4. Select Add an empty panel.

Page 14



Lab 7: Collecting and Visualizing sFlow data using GoFlow and Grafana

88 New

s+ Add panel

Figure 26. Adding an empty panel into Grafana dashboard.

Step 5. By default, it shows a demo graph. Select the source, PostgreSQL from the
dropdown box showed in the following figure.

& New dashboard / Edit Panel

Panel Title

B8 Query i3 Transform

— Grafana - ® t Query inspector

§ PostgreSQL

Prometheus

-- Mixed -

-- Dashboard --

-- Grafana -

Figure 27. Customizing a panel.

Step 6. Grafana uses queries to communicate with data sources to get data for the
visualization. A query is a question written in the query language used by the data
source. Data sources have different query languages and syntaxes to ask for the data.
Grafana provides a query editor which helps you to write queries. Depending on your data
source, the query editor might provide auto-completion, metric names, or variable
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suggestion. In this lab, you will write queries manually. Select Edit SQL so that you can
write queries.

shboard / Edit Panel

Panel Title

B Query va Transform

® Query inspector

select table
Column: value 4

Macro: §__timeFilter <

Figure 28. Customizing a panel.

Step 7. Type the query as shown in the following figure to create a graph. The query will
extract data from the database, and you will visualize a graph for time vs flows in real-
time.

Query

e |
€11l

Figure 29. Customizing a panel.

Step 8. Select Panel located on the top right of the panel. From the dropdown box of Axes,
select Left Y-> Unit -> Data rate -> bytes/sec(Sl).
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Panel Field
Visualization
[)!‘,a?)[ﬁ‘\/

es overrides

LeftY

Show ﬁ

Unit short
Scale Computatior
Y-Min
Y-Max

Decimals

Label

Figure 30. Customizing a panel.

Consider the figure above. This will change the unit for Y-axis.

4.3 Performing a connectivity test

Step 1. Hold right-click on host h2 and select Terminal. This opens the terminal of host h2
and allows the execution of commands on that host.

(==
/ 53 \
== e
sl s2
Host Options
E

Figure 31. Opening a terminal on host h2.
Step 2. In host h2 terminal, type the following command to run the host in server mode.

iperf3 -s
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"Host: h2"

imin:~#|iperf3 -s

- listening on 5201

Figure 32. Running host h2 in server mode.

Consider the figure above. The figure shows that host h2 is acting as a server and listening
to port 5201.

Step 3. Open host h1 terminal and type the following command to run the host in client
mode.

iperf3 -c 10.0.0.2 -t 200

"Host: h1"
dJadmin:~# |iperf3 -c 10.0.0.2 -t 200
Connecting to host 10.0.0.2, port 5201
[ 7] local 10.0.0.1 port 55138 connected to 10.0.0.2 port 5201
ID] Interval Transfer Bitrate Retr Cwnd
7] 0.00-1.00 sec 1.74 GBytes 15.0 Gbits/sec 0 8.10 MBytes
7] 1.00-2.00 S€ 1 GBytes 15.0 Gbits/sec 0 8.10 MBytes
7] 2.00-3.00 sec 1.60 GBytes .7 Gbits/ : 8.10 MBytes
7] 3.00-4. ec .40 GBytes .1 Gbits/sec B 8.10 MBytes
7] .00-5.01 sec .52 GBytes ' bits/sec .10 MBytes
7] .01-6.00 sec .10 GBytes Gbits/sec .10 MBytes
6.00-7.00 sec .21 GBytes .4 Gbits/sec : 4 MBytes

199.00-200.00 sec .65 GBytes .1 Gbits/sec 2. MBytes

Interval Transfer I ate | Retr
0.00-200.00 316 GBytes 1689 sender
0.00-200.04 316 GBytes | 13.6 Gbits, | receive

Figure 33. Running host h1 in client mode.

Consider the figure above. The test runs for 200 seconds.

Step 4. Go to the flow-pipeline terminal. You will notice number of records increasing.
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= Lubuntu@admin: ~/flow-pipeline/compose

File Actions Edit View Help

Lubunt dmin: ~/Fl pipeline/c (<] Lubuntu@admin: ~ S

11 level=1info Proc ecords in the

Figure 34. Verifying sFlow records collected by the inserter.

4.4 Exploring Grafana dashboard

Step 1. From the dropdown box showed in the following figure, you can choose time
range to view data. Select 5 minutes to see the real-time traffic.

€& New dashboard / Edit Panel

Panel Title

Query inspector

Figure 35. Customizing a panel.

Step 2. From the dropdown box showed in the figure, you can choose time to refresh the
dashboard. Select 5s (5 seconds) to see the real-time traffic.

€& New dashboard / Edit Panel

Figure 36. Customizing a panel.
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The figure above shows the traffic for the test running between hosts hl and h2.

Step 3. In this step, you will save the panel. Go to the panel option, select settings, and
change the panel title to sFlow traffic. Click on apply to save the panel in the dashboard.

Panel

Settings

Figure 37. Saving a panel.

Step 4. The dashboard will look like the following figure. Click on the save option located
on the top right side.

Figure 38. Saving a dashboard.

The time range of the data is set to 15 minutes. You can also change it to any time range
(30 minutes, 1 hour) as required. You might get a different graph depending on the
flows.

Step 5. Change the dashboard name to sFlow Dashboard and click on save.
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© Save dashboard as...

Save Cancel

Figure 39. Saving a dashboard.

Step 6. Click on the add panel option located on the top right (showed in the following
figure).

sFlow Dashboard

sFlow traffic

Figure 40. Adding a panel.

Step 7. Select Add an empty panel.
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shi# Add panel

sFlow traffic

Figure 41. Adding a panel.

Step 8. Change the panel title to sFlow sampling rate from the panel setting.

Panel

Settings

Figure 42. Changing panel title.

Step 9. From panel visualization option, select Stat.
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Panel Overrides

Settings

Visualization

Graph Time series

7

Stat

12.4 =
2N 79\

Bar gauge

Figure 43. Customizing a panel.

Step 10. Select PostgreSQL as the data source, select the format as Table, and click on Edit
SQL to insert a custom query. All the steps are highlighted in the following figure.

Query inspector

select table

Column: value <4

Macro: §__timeFilter

+

Figure 44. Enabling an SQL custom query.

Step 11. Insert the SQL query as shown in the following figure.
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+ Query + Expression

Figure 45. Customizing a panel.

Step 12. You will notice the sampling rate will change from No Data to 64 in the panel.
Click on Apply to save the panel.

Figure 46. Saving a panel.

Step 13. The sFlow dashboard will look like the following figure.
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v / sFlow Dashboard

sFlow sampling rate

64

sFlow traffic

Figure 47. Visualizing the dashboard.

Step 14. Repeat steps 6 and 7 to create a new panel. Change the panel title to sFlow table.

Panel Field Overrides

Settings

Description

Figure 48. Changing panel title.

Step 15. From panel visualization option, select Table.
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Panel Field Overrides

settings

Visualization

Graph Time series

T

Gauge
= 79)

Bar gauge

Heatmap

Figure 49. Customizing a panel.

Step 16. Select PostgreSQL as the data source, select the format as Table, and click on Edit
SQL to insert a custom query. All the steps are highlighted in the following figure.

Query inspector

select table

Column: value <4

timeFilter 4

Figure 50. Enabling an SQL custom query.

Step 17. Select PostgreSQL as the data source, write the queries and select the format as
Table. All the steps are highlighted in the following figure.
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Query inspector

Figure 51. Customizing a panel.

Step 18. The panel will look like the following figure. The table shows source and
destination IP addresses and number of packets sent from the source to the destination.
Click on Apply to save the panel.

hboard / Edit Panel

sFlow table

Figure 52. Saving a panel.

Step 19. The dashboard will look like the following figure.
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]

88 sFlow / sFlow Dashboard ¢ <«

sFlow table

sFlow sampling rate

64

sFlow traffic

Figure 53. Visualizing the dashboard.
Change the time range to 30 minutes to get a better result.

Step 20. You can drag and drop each panel to rearrange the dashboard. From the right
corner of the panel, you can drag to set the size as well (highlighted in the following figure).
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sFlow table

sFlow sampling rate

64

sFlow traffic

Figure 54. Customizing a dashboard.

Step 21. After rearranging, the final dashboard will look like the following figure.

Figure 55. Visualizing a dashboard.

4.5 Creating an alert in Grafana

Step 1. In this step, you will create an alert. Place your cursor on top of the sFlow traffic
panel. A dropdown option will appear.
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Figure 56. Selecting a panel.

Step 2. Select Edit to edit the panel.

Figure 57. Editing a panel.

Step 3. Select Alert -> Create Alert.
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& sFlow Dashboard / Edit

& Create Alert

Figure 58. Creating an alert.

Step 4. Set the threshold value of the alert to 7,000,000,000. If the traffic flow is more
than 7GB, it will be under red zone. Select Apply to make changes.

& sFlow Dashboard / Edit Panel

Figure 59. Creating an alert.

Step 5. At this point, the final dashboard will look like the following figure. Save the
dashboard.
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Figure 60. Visualizing a dashboard.

This concludes Lab 7. Stop the emulation and then exit out of MiniEdit and the Linux
terminal.
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Overview
This lab introduces Grafana which is a multi-platform open-source analytics and
interactive visualization web application. The focus of this lab is to enable NetFlow
exporter in Open Virtual Switch (Open vSwitch) and analyze the collected flows using
Grafana dashboard.
Objectives
By the end of this lab, you should be able to:

1. Understand the concept of GoFlow and Grafana.

2. Enable NetFlow in Open vSwitch.

3. Analyze NetFlow records using Grafana.
Lab settings

The information in Table 1 provides the credentials to access the Client’s virtual machine.

Table 1. Credentials to access Client’s virtual machine.

Device Account Password

Client admin password

Lab roadmap

This lab is organized as follows:

1. Section 1: Introduction.

2. Section 2: Lab topology.

3. Section 3: Launching NetFlow collector and exporter.

4. Section 4: Analyzing NetFlow records using Grafana.
1 Introduction

Data visualization transforms abstract data into a visual context, such as a charts, plots,
or graph, to make data easier for the human brain to understand. We can visualize large
volumes of data in an understandable and coherent way, which in turn helps us
comprehend the information and draw conclusions and insights?.

Before Graphical User Interface (GUI) systems became popular, command line interface
(CLI) systems were the norm. On these systems, users had to input commands using lines
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of coded text. The commands ranged from simple instructions for accessing files or
directories to far more complicated commands that required many lines of code.
Apparently, GUI systems have made computers far more user-friendly than CLI systems?.

1.1 Introduction to GoFlow and Grafana

Grafana is an open and composable observability and data visualization platform. The
purpose of Grafana dashboards is to bring data together in a way that is both efficient
and organized. It allows users to better understand the metrics of their data through
queries, informative visualizations and alerts3. Users can also share the dashboards with
other team members within an organization, allowing all to explore the data together.

A Grafana dashboard is a powerful open source analytical and visualization tool that
consists of multiple individual panels arranged in a grid. The panels interact with
configured data sources, including Microsoft SQL server, Prometheus, MySQL, InfluxDB,
PostgreSQL and many others. Each panel is connected to a data source. Since the Grafana
dashboards support multiple panels in a single grid, users can visualize results from
multiple data sources simultaneously.

GoFlow is an application by Cloudflare to collect Netflow/IPFIX/sFlow data. Flow-pipeline
is a repository which contains GoFlow collector, kafka (provides a framework for storing,
reading, and analyzing streaming data), a database and an inserter (to insert the flows in
a database)”.

NetFlow

NetFl data inserter Output
etriow GoFlow Kafka » PostgreSQL

y
y

Grafana

Y

exporter

Figure 1. GoFlow and Grafana integration.

Consider Figure 1. GoFlow collector will collect NetFlow data from the NetFlow exporter.
The data is sent to kafka. Apache Kafka is a distributed data store optimized for ingesting
and processing streaming data in real-time. Streaming data is the data that is continuously
generated by thousands of data sources, which typically send the data records
simultaneously. A streaming platform needs to handle this constant influx of data and
process the data sequentially and incrementally®. An inserter is responsible for inserting
the flows in the PostgreSQL database from kafka. Grafana is connected to the database
to visualize the data based on the user requirements®.

2 Lab topology
Consider Figure 2. There are three switches and two end hosts. Switch s3 is acting as a
NetFlow exporter. Localhost 127.0.0.1 (loopback address of the Virtual Machine) is the

collector. The collector is not visible in Mininet topology since it is a part of the operating
system.
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Localhost:
Collector 127.0.0.1

sl-ethl s2-ethl

h2-eth0

10.0.0.1/8 10.0.0.2/8

Figure 2. Lab topology.

2.1 Lab settings
The devices should be configured according to Table 2.

Table 2. Topology information.

Device Interface IP Address Subnet
hl h1-ethO 10.0.0.1 /8
h2 h2-ethO 10.0.0.2 /8

2.2 Loading atopology

Step 1. Click on the Client tab to access the Client PC.

Ea] Topology & Content = |+ Status m

Figure 3. Accessing the Client PC.
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Step 2. Start by launching MiniEdit by clicking on desktop’s shortcut. When prompted for

a password, type fpassword|.

Computer

_d

Miniedit

Figure 4. MiniEdit shortcut.

Step 3. On MiniEdit’s menu bar, click on File then open to load the lab’s topology. Open
the directory called lab8 and select the file lab8.mn. Then, click on Open to open the

topology.

e MiniEdit
m Edit Run Help
New
Open
Save
Export Level 2 Script y
Directory:  /home/Lubuntu/Network Management/lab8 —:l @
o 8 1205 mn)

4

(4]

File name: lab8.mn

Files of type: Mininet Topology (*.mn) -JI Cancel |

B |

Figure 5. MiniEdit’s Open dialog.
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L]
.SD

Figure 6. MiniEdit’s topology.

Step 4. To proceed with the emulation, click on the Run button located on the lower left-
hand side.

Stop ‘I‘\Ji
Figure 7. Starting the emulation.

Step 5. Click on Mininet’s terminal, i.e., the one launched when MiniEdit was started.

Shell No. 1 B MiniEdit

Figure 8. Opening Mininet’s terminal.

Step 6. Issue the following command to display the interface names and connections.

links

File Actions Edit View Help
Shell No. 1 (]

Figure 9. Displaying network interfaces.
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In figure 9, the link displayed within the gray box indicates that interface eth1 of host s1
connects to interface ethO of switch h1 (i.e., s1-eth1<-> h1-eth0).

3 Launching NetFlow collector and exporter

Step 1. Open the Linux terminal.

Figure 10. Opening Linux terminal.

Step 2. Type the following command to assign a valid IP address to all interfaces. If

prompted for password, type password|.

sudo dhclient

Lubuntu@admin: ~

File Actions Edit View Help
Lubuntu@admin: ~ (]

Lubuntu@admin:
[sudo] password

Lubuntu@admin:

Figure 11. Assigning valid IP addresses to all interfaces.

Step 3. Navigate into flow-pipeline/compose directory by issuing the following command.
The folder contains a startup file that includes GoFlow, Kafka, PostgreSQL, and an inserter.

cd flow-pipeline/compose/

Lubuntu@admin: ~/flow-pipeline/compose

File Actions Edit View Help

Lubuntu@admin: ~/flow-pipeline/compose

ILubuntu@admin:-% [cd flow-pipeli
ILubuntu@admin:

Figure 12. Navigating into flow-pipeline/compose directory.
Step 4. Type the following command to run the startup file.

sudo docker-compose —-f docker-compose-postgres-collect.yml up
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Lubuntu@admin: ~/flow-pipeline/compose

File Actions Edit View Help
L ~/f ineli

ts and group metadata from

ed in empty block"

Figure 13. Enabling the collector.

Consider the figure above. It may take some time to start the collector. The highlighted
part shows that the collector GoFlow is starting. UDP port 6343 is for sFlow, 2056 is for
Netflow and port 2055 is for IPFIX. Once the collector is running, you will see the number
of records processed by the inserter.

Once you run a test between hosts hl and h2, you will notice number of records
increasing.

Step 5. Click on the File option and select + New Tab or press [Ctr1+Shift+T]|

Actions Edit  View Help

ar Lllne{cnmpuse
New Tab From Preset >

— Close Tab Cerls+Shift+w
[ New window ctrl+shift+N

Preferences...

8] Quit

Figure 14. Oemg a new terminal tab.

Step 6. Type the following command to enable a NetFlow exporter. If prompted for
password, type password.

sudo ovs-vsctl —-- set Bridge s3 netflow=@nf -- --id=@nf create netflow
targets=\7127.0.0.1:2056\" active timeout=30
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= Lubuntu@admin: ~

File Actions Edit View Help
Lubuntu@admin: ~/flow-pipeline/compose ' Lubuntu@admin: ~

JLubuntu@admin:~$ |sudo ov:

> tir

Figure 15. Enabling Netflow exporter.

Consider the figure above. The command creates a NetFlow ID and attaches it to switch
s3. Switch s3is acting as an exporter and transmits data to the collector. 127.0.0.1is
the collector IP and the port is 2056. Active_timeout is the frequency of active flow
records that are exported from the database to the collector.

Step 7. Type the following command to verify NetFlow configuration.

sudo ovs-vsctl list netflow

= Lubuntu@admin: ~

File Actions Edit View Help
Lubuntu@admin: ~/flow-pipeline/compose X Lubunt

ILubuntu@admin:~$ |sudo ovs-vsctl lis

| uuid : 431d06ed-5 -4c88 76-d94fe8d9a508
lactive_timeout

add_1id_to_interface

lengine_1id

lengine_type

lexternal_ids

jtargets

ILubuntu@admin:~$ I

Figure 16. Verifying NetFlow configuration.

Consider the figure above. One NetFlow exporter is running, target collector IP is
127.0.0.1 and the port is 2056.

Step 8. Click on the File option and select + New Tab or press [Ctr1+Shift+T]

.- Lubuntu@admin: ~

D Actions Edit View Help

[+ New Tab Ctrl+Shift+T I.-line/compose Lubuntu@admin: ~
New Tab From Preset B+l list netflow

— Close Tab Ctrl+Shift+w a-ce61-4300-9cd8-7d117f49d2e1
1 New Window Ctrl+Shift+N
Preferences...

2] Quit
targets : ["127.0.0.1:2056"]
Lubuntu@admin:~$ []

Figure 17. Opening a new terminal tab.

Step 9. Navigate into flow-pipeline/compose/postgres directory by issuing the following
command.

cd flow-pipeline/compose/postgres/
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Lubuntu@admin: ~/flow-pipeline/compose/postgres
File Actions Edit View Help
Lubuntu@admin: ~/flow-pipeline/compose Lubuntu@admin: ~

Lubuntu@admin:~$ |cd flow-pipeline/compose/postgres/

Lubuntu@admin: S H

Figure 18. Navigating into flow-pipeline/compose/postgres directory.

Step 10. Type the following command to show file create.sh located inside the directory.

Lubuntu@admin: ~/flow-pipeline/compose/postgres
File Actions Edit View Help

Lubuntu@admin: ~/flow-pipeline/compose Lubuntu@admin: ~

$ |cat create.sh

TGRES _USER" dbname "$POSTGRES_DB" <<-EOQSQL

Figure 19. Displaying a file located inside the directory.

Consider the figure above. If any data is stored in the postgres database, a table flows will
be created. The table has different columns such as src_ip, dst_ip, bytes and packets. You
will explore more about the database when you analyze records in Grafana dashboard.

4 Analyzing NetFlow records using Grafana
In this section, you will analyze NetFlow data. You will use graphical interface of Grafana

to view the results. You will create a folder and a dashboard which can be saved and used
later.

4.1 Launching Grafana

Step 1. Open the browser.
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gterminal - 3 windows B MiniEdit

Figure 20. Opening a browser.

Step 2. In the search engine, type localhost:3000/login. The username is and the
password is [admin|. The, click on Login.

5] Grafana - Mozilla Firefox

5 Grafana X |+

9> ca 0 [© focscsoooreg ELL

Welcome to Grafana

Figure 21. Login to Grafana.

Step 3. There is an option to change the password. You can also click on skip if you do not
want to change the password.
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Welcome to Grafana

Figure 22. Login to Grafana.
Step 4. Once you login, you will be directed to the homepage of Grafana.

neral / Home

Welcome to Grafana Need help?

Figure 23. Visualizing Grafana homepage.

4.2 Creating dashboard in Grafana
In this section, you will create a Grafana dashboard.

Step 1. In this step, you will create a folder for NetFlow. You will be able to add dashboards
in that particular folder. Click on the [+ sign located on the left side. Select Create -> Folder.
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88 General / Home

Welcome to Grafana

Create
83 Dashboard
® Folder

&, Import

Create users and teams

Learn to organize your users in teams and manage resource access
and roles

<

Figure 24. Creating a folder.

Step 2. Name the folder as NetFlow and select Create.

00 Dashboards
oo

§ Playlists

New Dashboard Folder

Folde J

Figure 25. Creating a folder.

Step 3. Once you create a folder, you will see an option to create dashboard. Click on

Create Dashboard. You can create multiple panels to make a dashboard.
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D Dashboards / NetFLow

Figure 26. Creating a dashboard.

Step 4. Select Add an empty panel.

Figure 27. Adding an empty panel into Grafana dashboard.

Step 5. By default, it shows a demo graph. Select the source, PostgreSQL from the
dropdown box showed in the following figure.
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& New dashboard / Edit Panel

Panel Title

B Query s+ Transform

— Grafana - ® € t Query inspector
§ PostgreSQL

Prometheus

-- Mixed --

- Dashboard -

-- Grafana -

Figure 28. Customizing a panel.

Step 6. Grafana uses queries to communicate with data sources to get data for the
visualization. A query is a question written in the query language used by the data
source. Data sources have different query languages and syntaxes to ask for the data.
Grafana provides a query editor which helps you to write queries. Depending on your data
source, the query editor might provide auto-completion, metric names, or variable
suggestion. In this lab, you will write queries manually. Select Edit SQL so that you can
write queries.
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& New dashboard / Edit Panel

Panel Title

B Query va Transform

Q] ( Query inspector

select table
Column: value 4

Macro: $__timeFilter 4+

Figure 29. Customizing a panel.

Step 7. Type the query as shown in the following figure to create a graph. The query will
extract data from the database, and you will visualize a graph for time vs flows in real-
time.

Figure 30. Customizing a panel.

Step 8. Select Panel located on the top right of the panel. From the dropdown box of Axes,
select Left Y-> Unit -> Data rate -> bytes/sec.
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Panel Field
Visualization
[)!‘,a?)[ﬁ‘\/

es overrides

LeftY

Show ﬁ

Unit short
Scale Computatior
Y-Min
Y-Max

Decimals

Label

Figure 31. Customizing a panel.

Consider the figure above. This will change the unit for Y-axis.

4.3 Performing a connectivity test

Step 1. Go back to MiniEdit. Hold right-click on host h2 and select Terminal. This opens
the terminal of host h2 and allows the execution of commands on that host.

(==
/ 53 \
== e
sl s2
Host Options
E

Figure 32. Opening a terminal on host h2.
Step 2. In host h2 terminal, type the following command to run the host in server mode.

iperf3 -s
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"Host: h2"

imin:~#|iperf3 -s

- listening on 5201

Figure 33. Running host h2 in server mode.

Consider the figure above. The figure shows that host h2 is acting as a server and listening
to port 5201.

Step 3. Open host h1 terminal and type the following command to run the host in client
mode.

iperf3 -c 10.0.0.2 -t 100

"Host: h1"

Connecting

[ 7] localﬁlo.
[ ID] Interval
0.00-

onnected to 1
1trate

4.4 Gbits/sec ‘ . MBytes
.00-2.0¢ Se( .70 GBytes .7 Gbits/sec ’ MBytes
.00-3.06 sec .79 GBytes 32.5 Gbits/sec > .61 MBytes

3.00-4.00 se F GBytes 4.0 Gbits/sec .70 MBytes
.00-5.00 sec .94 GBytes 33.8 Gbits/sec ¢ .70 MBytes
.00-99.00 .91 GBytes .5 Gbits/sec : MBytes

99.00-100.00 sec .00 GBytes 34.4 Gbits/sec € .02 MBytes

Interval Transfer Bitrate
0.00-100.00 se 387 GBytes 33.3 Gbi
0.00-100.04 sec 387 GBytes 33.3

|iperf Done.
i root@admin:

Figure 34. Running host h1 in client mode.

Consider the figure above. The test runs for 100 seconds. You will notice total transfer is
387 Gbytes.

You might get a different result.

Step 4. You will notice that host h2 is creating a connection with host h1 using port 38782.
Once the connection is established, port 5201 is connected to port 38784.

Page 19



Lab 8: Collecting and Visualizing NetFlow data using GoFlow and Grafana

"Host: h2"

Accepted
[ loc:
In

-1
/1]
D]
7] 3
7]
-
/

www u
w

ww
w
g W wwaeaeaN

00-8.
.00 sec
9.00-10.00 sec

NN NSNNNSN
w
w

w
N W W
N U

o

Figure 35. Verifying result in host h2.
You might get different ports.

Step 5. Go to the flow-pipeline terminal. You will notice number of records increasing.

~/flow-pipeline/compose

File Actions Edit View Help

Lubunt dmin: ~/Flow-pipeline/comp (X Lubuntu@admin: ~

Figure 36. Verifying NetFlow records collected by the inserter.

4.4 Exploring Grafana dashboard

Step 1. From the dropdown box showed in the following figure, you can choose time
range to view data. Select 5 minutes to see the real-time traffic.

Page 20



Lab 8: Collecting and Visualizing NetFlow data using GoFlow and Grafana

New dashboard - Grafana - Mozilla Firefox

ks ]

5 New dashboard - Grafar X | +

&« c o © @ localhost v 80% o n @ @ =

d / Edit Pane!

nspector

Figure 37. Customizing a panel.

Step 2. From the dropdown box showed in the figure, you can choose time to refresh the
dashboard. Select 5s (5 seconds) to see the real-time traffic.

(5] New dashboard - Grafana - Mozilla Firefox

3 New dashboard - Grafar X | 4
<« C @ © @ localhost 80% @0 mome =

i / Edit Panel

NetFlow Traffic

Query inspector

Figure 38. Customizing a panel.
The figure above shows the traffic for the test running between hosts hl and h2.

Step 3. In this step, you will save the panel. Go to the panel option, select settings, and
change the panel title to NetFlow Trdffic. Click on apply to save the panel in the dashboard.
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Panel

Settings

Figure 39. Saving a panel.

Step 4. The dashboard will look like the following figure. Click on the save option located
on the top right side.

NetFlow Traffic

Figure 40. Saving a dashboard.

Consider the figure above. Notice that the total transfer is 387 Gbytes.
You might get a different result based on the connectivity test.

Step 5. Change the dashboard name to NetFlow Dashboard and click on save.
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Cancel

Figure 41. Saving a dashboard.

Step 6. Click on the add panel option located on the top right (showed in the following
figure).

88 NetFlow / NetFlow Dashboard ¢ <&

NetFlow Traffic

Figure 42. Adding a panel.

The time range of the data is set to 15 minutes. You can also change it to any time range
(30 minutes/1 hour) as required.

Step 7. Select Add an empty panel.
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*» New dashboard - Grafana - Mozilla Firefox

New dashboard - Grafar X | 4

— cC © () localhost:3 yard/new?orc 1 80% .

g8 New dashboard

i+ Add panel

b

Add an empty pane

Figure 43. Adding a panel.

Step 8. Change the panel title to NetFlow Table from the panel setting.

Figure 44. Changing panel title.

Step 9. From panel visualization option, select Table.
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Panel Field Overrides
Settings

Visualization

Graph Time series

&
1N

Stat Gauge

12.4 -
A~ 79\

Bar gauge

Heatmap

Figure 45. Customizing a panel.

Step 10. Select PostgreSQL as the data source, write the queries and select the format as
Table. All the steps are highlighted in the following figure.

Query inspector

Figure 46. Customizing a panel.

Step 11. Go to the Field option, select Standard options, and type in the Unit entry box
bytes/sec(Sl).
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Fieid

able O tions

Standard options

Figure 47. Customizing a panel.

Step 12. The panel will look like the following figure. The table shows source and
destination IP addresses and transferred data from the source to the destination. Click on
Apply to save the panel.

Figure 48. Saving a panel.

Step 13. The NetFlow dashboard will look like the following figure.
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28 NetFlow / NetFlow Dashboard

NetFlow Table

NetFlow Traffic

Figure 49. Visualizing the dashboard.

Step 14. Repeat steps 6 and 7 to create a new panel. Change the panel title to NetFlow
Table 2.

Figure 50. Changing panel title.

Step 15. From panel visualization option, select Table.
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Panel Field Overrides

Settings

Visualization

Graph

.-"'\/

Bar gauge

Time series

T

Gauge

79)

Heatmap
u

L L)

] [

Figure 51. Customizing a panel.

Step 16. Select PostgreSQL as the data source, write the queries and select the format as
Table. All the steps are highlighted in the following figure.

Query inspector

Figure 52. Customizing a panel.

Step 17. The panel will look like the following figure. The table shows source and
destination ports and number of packets sent from the source to the destination. Click on

Apply to save the panel.
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d / Edit Panel

NetFlow Table 2

Figure 53. Saving a panel.

Step 18. The dashboard will look like the following figure.

NetFlow Table 2

NetFlow Table

NetFlow Traffic

Figure 54. Visualizing the dashboard.

Step 19. You can drag and drop each panel to rearrange the dashboard. After rearranging,
the final dashboard will look like the following figure. Save the dashboard.
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NeiFlow Table 2

Figure 55. Visualizing a dashboard.

This concludes Lab 8. Stop the emulation and then exit out of MinikEdit and the Linux
terminal.
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