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Abstract

This article presents a Machine Learning Controller (MLC) supported by a P4 switch for improving rate control in
non-dedicated Science Demilitarized Zone (Science DMZ) cyberinfrastructures. The proposed scheme utilizes passive
data plane measurements such as Round Trip Time (RTT), throughput, queuing delay, and active flow count to regulate
campus network output and achieve a desired Data Transfer Node (DTN) target rate. We evaluated our solution
through a testbed using a bare-metal data plane switch, legacy router, and emulated hosts. Results show that including
a rate controller based on data plane programmable devices on a non-dedicated Science DMZ cyberinfrastructure can
effectively improve the completion time of scientific big data flows, while having a low impact on the campus network
traffic and bottleneck link utilization. Specifically, the proposed controller achieved an average improvement of 21.72%
in Flow Completion Time (FCT) compared to a trivial fixed-rate solution when the DTN uses BBR2 as a Congestion
Control Algorithm (CCA). The results highlight the potential of machine learning techniques in conjunction with

data plane measurements for optimizing the performance of non-dedicated networks.
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1. Introduction

Cooperative research experiments, such as astronom-
ical data collection, weather prediction, and molecular
simulations, generate massive amounts of data. This
Scientific Big Data (SBD) is transferred to processing and
storage sites commonly located at long distances using
dedicated links and cyberinfrastructures. However, SBD
flows are also exchanged over non-dedicated networks ow-
ing to economic or technical constraints, thereby sharing
links with general-purpose traffic, such as web browsing,
Voice over Internet Protocol (VoIP), and streaming. Un-
der these conditions, the high throughput demanded by
SBD flows exchanged over high-latency links degrades
significantly, resulting in longer completion times [1].
Nevertheless, because non-dedicated networks are de-
signed and optimized for exchanging bursty and real-time
traffic, the transmission of SBD flows over such networks
is an open research field.

Rate control in cyberinfrastructures often relies on the
default behavior of congestion control algorithms, Active
Queue Management (AQM) mechanisms, and shaper fil-
ters. Our solution, instead, addresses three key inno-
vations to improve the performance of SBD flows over
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non-dedicated networks. First, we employ a Science De-
militarized Zone (DMZ) composed of a Data Transfer
Node (DTN) and a high-performance switch dedicated to
sending and receiving SBD traffic [1]. Second, we exploit
the capabilities of Programming Protocol-Independent
Packet Processors (P4) switches [2] to collect data with
nanosecond resolution and compute network metrics in
the data plane at line rate [3]. Lastly, we devise a data-
driven rate controller using a Machine Learning Con-
troller (MLC) [4]. The MLC technique is a strategy for
identifying effective model-free control laws from data-
driven models in complex non-linear systems [4] such as
building energy systems [5], robotic manipulators [6] and
fluid mechanics [7]. In MLC, control laws can be sup-
ported by machine learning algorithms such as decision
trees, support vector machines, and Artificial Neural Net-
work (ANN), among others. Given the complexity of flow
behavior in networks due, among other causes, to the op-
eration of congestion control algorithms, the presence of
short flows and long flows, packet loss, and retransmis-
sions, we claim that MLC is an alternative to legacy end-
to-end and network-assisted mechanisms to improve rate
control in non-dedicated networks.

The MLC keeps the DTN transmission rate around
the network administrator’s desired target value while
maintaining the Round Trip Time (RTT) and queuing
delay within an appropriate operating regime. We de-
veloped an MLC law for SBD traffic over non-dedicated
networks, using passive measurements supported on a P4
programmable switch. Because we perform passive mea-
surements in the data plane, the proposed solution does
not generate network traffic overhead or performance
degradation. Such variables are fed to the MLC based



on an ANN that implements a data rate driving law at
the control plane. The control signal is refined using an
Anti-windup filter, which acts as a limiter or modifier
of the control signal to avoid accumulating the integral
error that could induce large oscillations in the control
loop [8]. The solution was deployed in an experimental
testbed using a bare-metal data plane switch and a legacy
router. The solution was evaluated for Cubic [9] and
Bottleneck Bandwidth and Round-trip version 2 (BBR2)
[10] Congestion Control Algorithms (CCAs) at the DTN.
The proposed rate controller outperforms the fixed Token
Bucket Filter (TBF) [11, 12] rate control strategy.

The main motivations for carrying out this work are
summarized as follows:

e To improve the transmission of SBD traffic in non-
dedicated infrastructures, where short and long
flows coexist.

e To validate the applicability of data plane pro-
grammable devices as accurate telemetry elements
to determine the current state of the network and
perform control actions.

e To provide the network administrator with a solu-
tion based on intelligent control to optimize traffic
control in academic cyberinfrastructures.

The most significant contributions of the present work
can be framed as follows:

e A framework for network state variables abstrac-
tion leveraging the data plane capabilities to pas-
sively collect variables at the network bottleneck:
rate, RTT, queuing delay, and the number of active
flows. The proposed data plane telemetry system
can be helpful for future applications in various ar-
eas, such as congestion control, security, network
management, and routing.

e Data-driven models to control SBD flows over a
non-dedicated network built from network state
traces collected through extensive experiments on
a real testbed. Omne of the models was trained
when the DTN operates with Cubic as the con-
gestion control algorithm, whereas another model
was developed using BBR2 . These models use the
foundations of direct inverse control supported by
an ANNs.

e The evaluation of the proposed solution in a testbed
with hardware-based routing and data plane pro-
cessing devices. We used synthetic traffic generated
by emulated hosts that recreated long and short
flows for the tests. We employed controller perfor-
mance and network-related metrics to evaluate the
proposed solution.

2. Background and related work

2.1. Software-defined networks

Software-Defined Networks (SDN) is a modern net-
work architecture that separates the control and data
planes in the network. The control plane makes deci-
sions about how network traffic should be managed and

routed, while the data plane is responsible for physically
forwarding the packets based on the instructions received
from the control plane. Decoupling the planes enables
flexible, programmable, and agile network management,
enhancing scalability, efficiency, and adaptability [13].

SDN involves a centralized controller, operated by
software, to manage network traffic dynamically by com-
municating with network devices through standardized
protocols. The control plane of SDN provides an exten-
sion for managing the network’s data plane components,
such as switches and interfaces, through OpenFlow [14].
OpenFlow is the most prevalent application programming
interface utilized to manage the control and data planes
in SDN.

2.2. Programmable data plane

In the last decade, advances in the development of
Application-Specific Integrated Circuits (ASICs) have
shown that it is feasible to achieve terabit per second
forwarding speeds with a set of packet-processing capa-
bilities. These enhancements enable the creation of net-
work devices capable of monitoring and controlling net-
work traffic at line rates in the data plane. P4 [2] emerged
as a de-facto data plane programming language that tack-
les three main goals: reconfigurability, protocol indepen-
dence, and target independence because it is extensible
for ASIC, Field Programmable Gate Array (FPGA), and
virtual-based switches, among others [15]. The P4 ecosys-
tem is growing with a wide range of products, projects,
and services [16].

P4 leverages Protocol-Independent Switch Architec-
ture (PISA) [17], a pipeline forwarding architecture for
programmable data planes. Figure 1 depicts PISA, which
is composed of three main programmable elements: (i) a
parser that extracts packet headers based on a defined
policy; (ii) a programmable match-action pipeline, which
executes operation over the packet headers such as order-
ing or filtering using Arithmetic Logic Units (ALUs) and
stateful memories; and (iii) a deparser that reassembles
the packets and serializes them for transmission.

Packet: " . Packet:
ackets Programmable Match-action Match-action Programmable ackets

parser stage 1 stage n deparser

Programmable match-action pipeline

Figure 1: PISA architecture.

2.3. Science DMZ

The term Science Demilitarized Zone (Science DMZ)
was first introduced in the Energy Science Network
(ESnet) by Dart et al. as a design pattern that is suit-
able for optimizing the interactions between Wide Area
Networks (WANs), campus networks, and computing sys-
tems [18]. The so-called “Science DMZ paper” also ad-
dresses use cases where the Science DMZ pattern has
been implemented at the University of Colorado, Penn-
sylvania State University, Virginia Tech Transportation
Institute, National Oceanic and Atmospheric Admin-
istration, and the National Energy Research Scientific



Computing Center. The authors also claim that there is
a need to improve the transport protocols, the extension
of virtual circuits, the adoption of high throughput stan-
dards, such as 100-Gigabit Ethernet, and the deployment
of SDN solutions to enhance the performance of the SBD
exchange. Several institutions and academic collabora-
tion networks worldwide [19-21] have joined this initia-
tive, favoring the technological platform for exchanging
large volumes of scientific information. The main moti-
vations for adopting the Science DMZ design pattern are
collaboration, optimized network performance, scalabil-
ity and security.

From the state-of-the-art in Science DMZ, we claim
that two issues have been prioritized: performance and
security. Regarding performance, the scope of the present
work, ESnet proposes a set of good practices for network
device selection and DTN tuning. The use of pacing, par-
allel flows, and novel congestion control protocols such as
Bottleneck Bandwidth and Round-trip (BBR) are recom-
mended strategies to maximize the performance of SBD
transmissions [22, 23]. Network architects also have ex-
ploited SDN technology to deploy virtual circuits, thereby
dealing with SBD traffic in actual network implementa-
tions. The authors in [24] examined architectural models
for leveraging OpenFlow switches and the SDN model
within the science-networking context. Then, they pre-
sented designs for SC12 SCinet Research Sandbox [25].
In Thailand, the National Research and Education Net-
work was boosted by the adoption of SDN to control the
operation on six research DMZ nodes [26]. The results
showed that the throughput among these nodes increased
from 100 Mbps to 900 Mbps. The AmoebaNet, an SDN-
enabled service for SBD [27], was proposed to address
three significant insights in Science DMZ: the last mile
problem, the scalability problem, and the programmabil-
ity problem. The solution considered traffic control based
on quality of service policies, obtaining acceptable per-
formances in differentiated traffic. However, AmoebaNet
required the addition of functions specified in the SDN
controller, including quality of service based routing path
computation, flow manager, resource monitoring, topol-
ogy manager, and programming interfaces. Additional
software in DTN is required to connect with program-
ming interfaces.

2.4. Rate control

Rate control in networks is a crucial area of study that
continuously evolves with the growth of network tech-
nologies. The goal of rate control and bandwidth allo-
cation is to manage network resources efficiently, ensure
fair utilization, and provide high-quality services to end-
users. Rate control strategies have been developed into
end-to-end and network-assisted approaches. In the first,
the end devices autonomously regulate the output rate
according to indirect measurements that can be made on
the state of the network. In contrast, network-assisted
rate control is achieved by having a central entity, such
as a controller, that monitors and regulates the data flows
on the network.

2.4.1. Legacy network-assisted rate control
Legacy network-assisted rate control mechanisms rely
on router’s AQM algorithms and congestion notification

mechanisms. One of the first AQM algorithms was Drop-
Tail, in which packets from all hosts are accepted until
the queue size is reached. Floyd and Jacobson in [28] pro-
posed Random Early Detection (RED), which performs
probabilistic packet dropping to inform the hosts about
network congestion. The greater the queue utilization in
the router, the higher the probability of a dropping. In
the test performed, RED performed better than Drop-
Tail. However, RED has some drawbacks, including re-
lying only on queue occupancy, lack of knowledge of the
number of flows that share the bottleneck, complex pa-
rameter tuning, and lack of suitability for small buffers
[29, 30]. Controlled Delay (CODEL) was proposed in
[31] focusing on router queuing delay. CODEL tracks
the sojourn time and the time the packet takes between
router ingress and egress. If the sojourn time overreaches
a predefined threshold, the packet is discarded during the
de-queue process [29]. Performance tests, such as those
conducted in [32], showed that CODEL overcomes RED
regarding queuing delay and link utilization. Despite
the mentioned advantages, CODEL has issues with the
router’s memory usage and scalability owing to the addi-
tional computational load involved in the queuing delay
computation. Subsequently, CODEL and Proportional
Integral Controller Enhanced (PIE) [33] were proposed
by Internet Engineering Task Force (IETF), with the
premise of offering the best RED and CODEL. PIE re-
lies on control theory to estimate the dropping proba-
bility based on queuing latency computation. The tests
performed in [34] demonstrated that PIE outperformed
CODEL in terms of queuing delay under high congestion
conditions.

Regarding congestion notification mechanisms,
Explicit Congestion Notification (ECN) [35] is a network
feature that allows routers to mark packets as they pass
through the network to notify congestion. Instead of
dropping packets, ECN-capable devices set a specific bit
in the IP packet header to indicate congestion. There-
fore, it is possible to mitigate congestion proactively.
Experiments carried out in [36-38] highlight the benefits
of ECN, namely: avoid the global synchronization of
retransmissions, reduce packet drops, promote a fairer
environment, increase throughput, and reduce the delay.

2.4.2. Legacy end-to-end rate control

The default end-to-end rate control used on the In-
ternet is based on Transmission Control Protocol (TCP)
[39], whose algorithms have been refined over time. One
of the most popular flavors of TCP CCA is Cubic, which
is the default algorithm for Linux-based systems. Cubic
is a loss-based CCA that relies on packet loss to detect
congestion because routers discard packets when buffers
fill up. However, when short flows compete with long
flows, even a few of the latter, bandwidth starvation oc-
curs in the network [40], affecting overall performance.
In 2016, Google released BBR [41], a disruptive model-
based CCA that estimates the bandwidth and RTT to
infer Bandwidth Delay Product (BDP) and compute the
host output rate. The authors of [42] concluded that
BBR works well for a single long flow at a bottleneck.
However, it presents coexistence issues with Cubic, as evi-
denced by the fairness index in tests performed in [43] and
[44]. Subsequently, BBR2 [45] was released to mitigate



the drawbacks of the first version using ECN and packet-
loss rate estimation. The tests conducted in [44] and [46]
confirmed that BBR2 outperformed BBR in terms of fair-
ness and packet loss.

2.4.3. Learning-based rate control

Due to the heterogeneous and complex traffic in to-
day’s networks, it is not feasible for a rate control mech-
anism to work correctly under different network condi-
tions. Therefore, in recent years, initiatives have emerged
that involve learning as an element to be considered in the
modeling and operation of rate control algorithms. There
is a set of end-to-end performance-oriented solutions in-
volving upgrades at the end devices of the network. Remy
[47], PCC [48], PCC Vivace [49], PCC Proteus [50], GCC
[51], Copa [52], Indigo [53], and ZiXia [54] are based on
calculating an objective function that leverages measure-
ments of the network state. The objective function pa-
rameters in the above algorithms were tuned using recur-
rent neural networks or reinforcement learning. These so-
lutions have shown significant improvements over legacy
rate control algorithms. Other learning-based solutions
train machine-learning-based models from datasets us-
ing supervised, unsupervised, and reinforcement learning
techniques. A comprehensive survey of previous end-to-
end rate control solutions based on machine learning was
conducted by [55].

Although research has focused on end-to-end
machine-learning-based rate controllers, there is a set
of solutions for the network-assisted approach to en-
hance the AQM algorithms. Neural networks [56, 57],
Q-learning [58-60] and reinforcement learning [61] are the
preferred ML algorithms. The aforementioned network-
assisted rate control mechanisms operate with limited
functions restricted by vendors or software routers with
performance impairments that make them impractical for
high-performance applications [62].

2.4.4. Rate control supported by programmable data
planes

P4 has enabled the deployment of rate control mech-
anisms from diverse approaches, including host-centric,
enhanced feedback, traffic isolation, and fast rerouting
[63]. Some solutions [64-69] require software modifica-
tions to the end hosts, and would therefore be applicable
when the network administrator has complete control of
the devices. Legacy AQM algorithms have been adapted
and implemented for P4 switches with certain limitations
[70-75]. P4 also enabled the fast development of custom
AQM algorithms such as P4-SRPT [76], P4-ABC [77],
SP-FIO (78], FDPA [79], P4QoS [80], CoDel++ [81] and
QoSTCP [82]. These schemes benefit from the advan-
tage of accurate measurements on the data plane, which
allows for more timely control actions in the network.

Passive measurement is an emerging field in which
data planes are used to support the operations performed
at the control plane. Due to their line rate processing
capability, these devices can perform accurate measure-
ments without disturbing the network behavior. Devices
such as passive taps are commonly used to create an ex-
act copy of the traffic at monitoring points. The authors
of [83] proposed a system that tracks RTTs online using
a P4 switch as a passive measurement device. They then

applied a meter to support interception attack detection.
In [84], passive measurements of the number of flows and
RTT supported by a P4 switch were used to control the
queue of a legacy router and improve the Flow Comple-
tion Time (FCT) of short flows. Chen et al. used a
similar approach by developing ConQuest, a tool that
measures the queuing delay to identify flows that blow
up the legacy router’s queue.

3. Materials and methods

3.1. Fxperimental testbed

Figure 2 illustrates the network topology used to test
the proposed solution. The testbed developed is a con-
trolled environment that allows the reproduction of var-
ious aspects of a non-dedicated network that supports
SBD flows in conjunction with commodity traffic. There-
fore, some simplifications were considered in its design.
The campus network consists of 100 sender nodes (sl,
s2, ..., s100) connected by an Open vSwitch (OvS) (S1),
generating commodity traffic. The Science DMZ is co-
located with the campus network and consists of a DTN
sender (DTN-s) and an OvS switch (S3). The testbed was
implemented on a Lenovo ThinkSystem SR630 in which
each network segment was linked to a physical interface
to connect to the legacy router. The campus network
and Science DMZ are connected to a Wide Area Network
(WAN) through a Juniper MX204 border router (BR1).
The remote network consists of a Linux border router
(BR2), an OvS switch (S2), 100 receiver nodes (r1, r2, ...,
r100), and a receiver DTN (DTN-r). The receivers and
DTN-r are on the same logical network segment to rep-
resent remote locations over which there is no control by
the network administrator. Hence, the testbed is config-
ured as a non-dedicated cyberinfrastructure, allowing us
to evaluate the coexistence between SBD and commodity
traffic. All senders and receivers, including DNT-s and
DTN-r, were deployed on isolated namespaces through
Mininet [85] on the server. Mininet offers a lightweight
platform to emulate networks and namespaces. Mininet
has been employed in several works [44, 63, 84, 86, 87]
enabling researchers to test protocols, algorithms, and
applications in a controlled environment, facilitating the
development of network solutions.

Router BR1 is connected through an optical fiber link
to a physical interface of the server that is tied to Linux
Virtual Router BR2 at a preconfigured link rate of 1Gbps
to promote congestion. Thus, the link between BR1 and
BR2 represents the network bottleneck. Optical passive
taps are connected at the links of router BR1 and exactly
replicate the observed traffic to an Edgecore 100BF-32 P4
switch (S4), which computes the network variables at line
rate. The position of the passive taps enables the collec-
tion of the metrics of interest without generating traffic
overhead in the network. The P4 switch is included as
an element of innovation to pre-compute network met-
rics, and it is not inherently part of a Science DMZ ar-
chitecture. The P4 switch uses the management link to
communicate with the Controller, which receives the pre-
computed metrics and outputs control actions to the S1-
ethl interface.

Table 1 shows the main technical specifications of the
server, and Figure 3 presents the Cumulative Distribution
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Figure 2: Testbed topology used for emulating scientific and general-purpose traffic in a shared cyberinfrastructure.

Function (CDF) of normalized CPU and memory usage
traces in a test with traffic generated from all sources on
the network during 600 seconds. The CPU usage remains
below 11.2% while RAM usage remains below 2.3%. It is
worth concluding that the computational resources are
sufficient, and therefore, the bottleneck is conditioned
only by the congestion on the network.
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Figure 3: CPU and memory usage of the testbed.

Table 1: Technical specifications of physical server.

Model Lenovo ThinkSystem SR630
Form factor 1U rack-mount

Total RAM 62.6GB

Processor Intel Xeon 4114 @ 2.2GHz
Number of cores | 40

Disk ATA 480GB

Using the Netem tool [88], we artificially introduced
a 100ms delay at the link connecting the DTN-s and
DTN-r nodes to emulate a high-latency Science DMZ
link. Netem was also used to introduce, at the switch
labeled as S1, a 10ms propagation delay for the campus
network traffic. Every sender node at the campus net-
work sets up a single TCP connection with one receiver
in the remote network. DTN-s establishes eight TCP con-
nections to the DTN-r node, emulating the behavior of
commonly used applications for scientific data transmis-
sions such as Globus and GridFTP [89]. The number of
flows generated with the former configuration is enough
to saturate the network bottleneck link. The proposed
solution allows the configuration of the CCA algorithm
for both campus network senders and DTN-s.

3.2. Machine learning control system architecture

Control systems are a combination of components
working together to maintain a desired output or response
of a specific dynamical system by adjusting the input.
The primary goal is to ensure that the actual output of a
system follows the desired or reference output, compen-
sating for disturbances and variations, by manipulating
the system’s input variables using a control strategy [90].
Often the actual response is considered as input informa-
tion to the controller, thus resulting in a closed-loop or
feedback control system.

In the present work, we abstract the network as a dy-
namical system with the network state y(¢) and an input
u(t) at time ¢ as shown in Figure 4. The network state
y(t) is defined in terms of seven network variables: rate of
DTN-s, rate of campus network, RTT of the connection
between the DTNs, RT'T of campus network, queuing de-
lay of DTN-s, queuing delay of campus network, and the
number of active flows. The signal u(t) is the output
rate at the Sl-ethl interface, which connects the campus
network with the router BR1, as show in Figure 2.



* Rate of DTN-s
* Rate of campus network
* RTT of the connection
y(t) between the DTNs
* RTT of campus network
Network state ¢ Queuing delay of DTN-s

» Network —@——>

y(t) ¢ Queuing delay of campus
network

¢ Number of flows

1wt 1) valt)
v y(t —2T) l
z™ » ;
ANN u(t)‘ Anti- u(t)
ya(t) ——>| controller windup
7}
o u(t — T)}

u(t) * TBF rate of campus
Control signal network

Figure 4: Machine learning control system architecture.

We claim that the variation in u(t) affects the network
state y(t) and can be used as a control variable for the
system. For instance, suppose that wu(t) is set to zero,
and a transfer from DTN-s to DTN-r is then established.
This connection has all the bandwidth available. In the
BR1 queue, there will be only packets coming from DTN-
s. Therefore, the queuing delay and the RTT will tend
to be uniform and conditioned by the operation of the
congestion control algorithm in DTN-s. At the opposite
extreme, if u(t) is set to the maximum possible value in
Sl-ethl, traffic from the campus network coexists with
traffic from DTN-s, causing congestion and generating
changes in the network state. By fine-grained regulating
the signal u(t), we claim that it is conceivable to restrain
the traffic from the campus network when congestion is
generated, attempting to favor the traffic coming from
DTN-s.

The widely used direct inverse control strategy [91—
94] seeks to lead the response of the system to a desired
state or set-point y,4(t) by modifying the input signal u(t)
obtained by the inverse model. The inverse model aims to
cancel or nullify the system dynamics to equate y4(t) with
y(t). Past states of u(t) and y(t) can be considered to
improve the estimation of the inverse model. Therefore,
memory elements are required to feed the controller with
delayed network states. The inverse model can be ob-
tained from training an ANN with the input and output
data of the system. An ANN is a computational model
inspired by the human brain. It comprises interconnected
nodes named neurons. These neurons collectively process
and learn from input data, adjusting the weights between
neurons through training to produce desired outputs [95].

We chose ANN model because of its straightforward
implementation, the fact that we can obtain a data-
driven model based on passive measurements in the data
plane, and the capability to include past states to en-
hance the prediction. The ANN is fed with the desired
network state y4(t), two previous network states y(t —T)
y y(t — 2T), and one past value of the system’s input
u(t — T). In Figure 4, the blocks denoted as Z~! are
unitary delay blocks with a sample time 7. The control
law 4(t) implemented with the ANN controller is defined
as follows:

71@) = f(yd(t)?y(t_T)vy(t_QT)’u(t_T)’(b) (1)

Where f is a non-linear function with parameters ¢
and T is a constant sample time. In the proposed solu-
tion, the set of parameters ¢ are the weights between the

connections of neurons in the ANN layers. The set ¢ is
obtained by probing random values of u(t) and collecting
the corresponding network state y(t) every sample time
T.

The controller is followed by an Anti-windup filter to
reduce the error and avoid saturation of the control sig-
nal in the system loop. Since the output rate of S1 is
between established limits, it is possible that the signal
overflows the maximum or minimum admissible value. A
problem associated with this situation is the accumula-
tion or windup of the error signal when the control signal
is in saturation constraints, which can generate a degra-
dation in the response time of the system while the error
signal is being discharged [96]. An alternative solution
to this problem is using an Anti-windup filter [8], which
has also been applied to problems related to congestion
control in computer networks [97]. The principle of the
Anti-windup filter is to leverage the difference between
the saturated control signal, i.e., between the admissible
limits and the signal a controller computes. This compo-
nent is added to the signal calculated by the controller
to accelerate the discharge of the integral action. Fig-
ure 5 shows the block diagram of the Anti-windup filter,
where the inputs are the error signal e(t) computed by
y(t) — ya(t) and the output of the ANN controller 4(t).
The signal @ adds the contributions of signal %, integral
error, and Anti-windup action w(t). Signal w(t) is the
difference between u(t) and @ and indicates the satura-
tion of the control variable. The @ value is coerced by a
saturator in a £Awu(t) interval. Finally, the u(t) signal
is set at the S1-ethl output rate. The Anti-windup filter
has three tuning parameters, namely, K,, K;, and K,
which handle proportional, integral, and Anti-windup ac-
tions. In summary, the proportional action accelerates
the system response to reach the set point, in this case,
the desired output rate for the campus network; the inte-
gral action aims to reduce the bias of the system response;
and the Anti-windup action accelerates the drain of the
accumulated error when there is saturation in the control
signal.

8.8. Tuning of controller parameters

To tune the controller parameters, we propose an ob-
jective function to minimize the Integral Absolute Er-
ror (IAE) that accumulates the absolute error over time.
The absolute error is computed as the difference between
the set-point rate R}, (t) and the measured throughput
Rprn(t) of DTN-s. Hence, IAE is defined as follows:
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Due to the complexity of the system dynamics result-
ing from the concurrence of heterogeneous flows and their
collateral effects, such as delay, packet loss, and retrans-
missions, it is not viable to find a theoretical model to
obtain the optimal operating values of the parameters.
However, the fact that different combinations of the pa-
rameters can be attempted on the testbed makes it possi-
ble to explore the solution space to determine suitable op-
erating values. Since the three parameters can adopt pos-
itive continuous values, the solution space is ample, and
therefore, an effective technique is required to find the
appropriate values of the parameters. Evolutionary algo-
rithms provide an effective alternative search strategy for
identifying near-optimal solutions in a high-dimensional
search space [4]. A Genetic Algorithm (GA) is an opti-
mization algorithm inspired by natural selection. It starts
with a population of potential solutions represented as in-
dividuals. These individuals undergo processes like muta-
tion, crossover, and selection to produce a new generation
of solutions. Over multiple generations, the algorithm re-
fines and improves the solutions based on their fitness to
a defined objective or fitness function, mimicking evolu-
tion process [98]. As shown in [99-101] GA has proven to
be a practical method for controller tuning, particularly
proportional integral derivative controllers. Hence, a GA
was used to find the controller parameters K,, K; and
K.

Selecting the parameters of the GA is worthy of con-
sidering the computational limitations of the testbed.
The maximum time allowed for an individual iperf3 test
is 86400s. In every computation of the fitness function or
TAE inside the GA, we generate traffic from the sources
to their corresponding destinations for 120 seconds using
a pseudo-random R}, (t) signal. Regarding the traffic
generation time of 120 seconds, this was chosen because
it is longer than TCP time needed to reach a stable be-
havior once the slow-start phase has been overcome, and
also it allows collecting a representative sample of data to
estimate the state of the network. The mating pool size
and the number of generations must be enough to offer di-
versity and the possibility to explore the search space and
fit that maximum time restriction. The GA parameters
are summarized in Table 2, and match with the require-

ments and computational limitations. For crossover and
mutation probability, we use typical values. To build and
implement the GA, we used the python library PyGAD
[102].

Algorithm 1 shows the parameter tuning process by
using the GA.

Algorithm 1 GA for MLC parameter tuning problem.

Require: Generation G; Max generations, Gmas; number of
parents mating, my,; mating pool size, ms; crossover prob-
ability, p.; mutation probability, pm

Ensure: Best controller parameters: Kp, Ki, Kw
G = 0; P(G) : Initial population
Compute IAE of population (P(G))

repeat
M < Select parents (P(G), mp)

P.(G) « Crossover(P(G), pm, M)
P, (G) + Mutation(P.(G), pm)
Compute IAE of (Pn,(G))
P(G + 1) + Selection (P, (G), steady state selection)
G=G+1
Compute IAE (P(Q))
K, K;, K. < Get best solution (P, (G))
until G > Gaz
return K,, K;, K.,

Table 2: Genetic algorithm parameters.

’ Parameter \ Value ‘
Number of generations 100
Number of genes 3
Number of parents mating | 15
Mating pool size 30
Crossover probability 0.90
Mutation probability 0.1

8.4. Data collection and computation of network vari-
ables

The control system architecture shown in Figure 4
considers a data-driven network model. This model is de-
fined from seven network variables that jointly define the
network state. We exploited the capabilities supported by
the P4 switch to collect data and compute such network
variables online at the data plane, as shown in Figure 6.
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Figure 6: Functional block diagram of the solution.

One of the advantages of data plane processing is the
low computational complexity required to enable fast-
packet processing. The P44 specification indicates that
P4 programs execute a constant number of operations for
each byte of an input packet received and analyzed [103].
Therefore, the computational complexity of a P4 program
is linear in terms of input bytes or O(n) using the Big O
notation. In the programs developed in the present study,
IP and TCP fixed-size headers are used, hence the pro-
cessing time of a packet is constant, and we claim that all
data plane algorithms have a O(1) computational com-
plexity. However, in control plane, the complexity of the
algorithms increases in proportion to the number of flows
handled in the data structures. The computation of each
variable is explained as follows.

3.4.1. Rate calculation

Rate Calculation relies on codes running concurrently
at the data and control planes. At the data plane, coun-
ters for campus network traffic and DTN-s traffic are per-
manently updated. We used Direct Counters elements
available in the P4 switch architecture. As shown in Al-
gorithm 2, when a packet enters the switch, a match-
action table first separates the incoming traffic between
the campus network and the DTN-s using a Longest-
Prefix Match (LPM) rule based on their destination IP.
Subsequently, a counter is assigned and incremented with
the packet size in bytes for each traffic source.

Simultaneously, as shown in Algorithm 3, the con-
trol plane polls the counters every T seconds through
the P4-Runtime interface and computes the difference
between the current and previous byte count per traffic
flow, ABcampus and ABpry—_s. Additionally, the con-
trol plane program computes the time difference between
the timestamps, namely At. Thus, the data rates are
obtained from the ratio between AB and At. The com-
putational complexity of this algorithm is O(1) because
it only performs assignment and mathematical operations
from fixed-size data.

8.4.2. RTT calculation

We leverage the method proposed in [104] for the
RTT computation in which the switch tracks TCP con-
nections through the TCP sequence (SEQ) and acknowl-
edgment (ACK) flags of outgoing and incoming packets
using hash functions available in the P4 Tofino switch

Algorithm 2 Update counters at data plane.

Require: Packet size pkt.s; packet headers hdr; DTN-r
IP address I Pprn-r; remote network IP address segment
IPrNn; DTN-s counter, Cprn.s; campus network counter,
CCampus
Ensure: CDTN—.97 CCampus
if hdr.ipvd.dst_addr = LPM(DTN-r) then
Cprn-s < Cprn-s + pkt.s

else if hdr.ipvd.dst_addr = LPM(I Pry) then
CCampus — CCampus + pk:t.s

end if

Algorithm 3 Rate calculation at control plane.

Require: DTN-r IP address IPprn-r; remote network IP
address Segment [ Pry; DTN-s counter, Cprn-s; campus
network counter, Ccampus; sample time, T’

Ensure: Rprn-s, Rcampus

while True do
Cur_Bytescampus < Read Counter (Ccoampus)
Cur_Bytesprn-s < Read Counter (Cprn-s)
ABcampus  Cur_Bytescampus — Prev_Bytescampus
ABprn-s + Cur_Bytesprn.s — Prev_Bytesprn-s
Cur_ts + Get Timestamp(now)
At < Cur_ts — Prev_ts
Rcampus < (ABcampus X 8)/At
Rprn—s + (ABprn-s X 8)/At
Wait (T seconds)

end while

architecture. The RTT computation is obtained by sub-
tracting the timestamps of the outgoing packet and the
corresponding ACK incoming packet. We modified the
code in the control plane and the data plane to distin-
guish the RTT from the flows coming from the campus
network and those coming from the DTN. In our solu-
tion, we seek outgoing and incoming flows using a passive
tap at the bottleneck interface of router R1. Next, the
RTT samples are pushed to the control plane by using
the P4 Digest interface.

Algorithm 4 describes the operations required at the
control plane to obtain the RTT of the flows between
the campus network and the remote network and also
between DTN-s and DTN-r. The flow_vector structure
tracks the active flows from the campus network that are



Algorithm 4 RTT calculation at control plane.

Algorithm 5 Update queuing delay at data plane.

Require: campus network flow, f; DTN Flow, fprn; sample
time, T'; vector of active flows, flow_vector; smooth factor,
@

Ensure: RTTprn, RT'Tcampus

while True do
flow_vector < Update(flow_-vector)
S+0

for f in flow_vector do
S+« S+ f.RTT

end for
Avg_RTT «+ S/length(flow_vector)

RTTcampus < & X RTTcampus + (1 — &) x Avg_RTT
RTTprn + Retrieve from Digest (fprn.RTT)
Wait (T seconds)

end while

transiting to the destination network and the respective
estimated RTT values from the data plane. In each cy-
cle, the flow_vector is updated using the database of flows
saved in the data plane, including new flows and deleting
inactive flows using a timeout. The representative RTT
value of the campus network, RTTcgmpus is obtained by
averaging the values of the vector. Thereafter, a smooth-
ing function driven by an « parameter is applied to reduce
fluctuations. The RTT of the connection between DTN-s
and DTN-r, RTTprn, is retrieved directly from the Di-
gest interface. The complexity is O(N) because of the for
loop needed, which is the most computationally complex
operation of the algorithm, and it is conditioned by the
size of flow_vector.

3.4.8. Queuwing delay calculation

According to [105], the queuing delay is a crucial met-
ric for early congestion detection. As shown in Algorithm
5, we compute the queuing delay as the difference between
every packet’s timestamps at ingress and egress and store
such value in a register. Registers are stateful elements
of switch architecture that can be stored over time. We
also used a match-action table driven by a LPM rule to
separate the DTN-s and campus network traffic measure-
ments.

Algorithm 6 describes the tasks performed at the con-
trol plane to support queuing delay polling. Every sample
time T, the registers are polled from the data plane to
obtain queuing delay samples from campus network traf-
fic and DTN-s traffic. The complexity of this algorithm
is just O(1), because it implies only variable assignment
operations with fixed-size registers.

8.4.4. Active flows computation

Using the approach addressed in [87], we consider a
flow to be active if the packets associated with this, ex-
ceed a predefined threshold C_TH in a time less than
T_TH. Algorithm 7 shows the process of updating the
Active Flows register AF_Reg. The addition or deletion
of flows in that structure is notified to the control plane
using Digest interfaces, and the capability of P4 switch to
read protocol-specific fields is exploited to remove flows
from the registers using the FIN flag present when a TCP
connection is closing. This update process is necessary

Require: Packet, pkt; DTN-r’'s IP address IPprn-r;
remote network IP address segment [Pry; DTN’s
switch port, DTN _port; campus network switch port,
Campus_Network_port; Switch timestamp, SW,s; Regis-
ter, Reg

Ensure: QD_Regprn,QD_Regcampus
flow_id < Hash function (pkt.hdr)

in_port < pkt.intr_metadata.in_port

if inport = Campus_Network_port or in_port =

DTN _port then
Reg(flow-id) < Swis
else if in_port = Bottleneck_port then
if hdr.ipvd.dst_addr = LPM(DTN-r) then
QD_Regprn + SWis — Reg(flow_id)
Push to Digest(QD_Regprn)
else if hdr.ipvd.dst_addr = LPM(I Pry) then
QD_Regcampus < SWis — Reg(flow_id)

end if
end if

Algorithm 6 Queuing delay polling at control plane.

Require: Queuing delay register for DTN’s traffic
Q@D_Regprn; queuing delay register for campus net-
work traffic, Q D_Regcampus, sample time, T

Ensure: QDprn, QDcampus

while True do
QDcampus < Read register (QD_Regcampus)
QDprn + Read register (QD_-Regprn)
Wait (T seconds)

end while

not only for the accurate computation of the number of
flows but also to optimize the device’s memory resources.

At the control plane, as shown in Algorithm 8, the
Digest interfaces are periodically polled at time T, allow-
ing the flow_vector to be updated in the control plane.
Finally, the number of active flows is calculated as the
length of the flow vector. Here the algorithm’s complex-
ity is O(1), because the algorithm supports variable as-
signment, attachment, removal, and length computation
operations.

3.5. ANN model training

To obtain the inverse model, we first collected input
and output data from the network by applying the prin-
ciples of systems identification. To do so, we injected a
pseudo-random step signal at w(t) into the network for
28.800 s, to recreate different output rates of the cam-
pus network and simultaneously collect the network state
variables y(t). Figure 7 shows a portion of 600 seconds
of the pseudo-random signal used to perform the exper-
iment. To put the above reasoning into practice, we de-
veloped a Bash script that generates a random number
between zero and 1000 every time 7" and set it as the out-
put rate in Mbps of the S1-ethl interface. We used the
P4 switch as a network state sensing device to measure
the network state, as shown on the right side of Figure 6.
To obtain the inverse model, the role of u(t) is changed by



Algorithm 7 Update active flows at data plane.

Require: packet headers, hdr; switch timestamp, SWis;
flow identifier, flow_id; counter register, C'_Reg; times-
tamps register, T'S_Reg; active flow register, AF_Reg; new
flow Digest interface, new_flow; timeout Digest interface,
timeout.

Ensure: Active flows register, AF_Reg
flow_id < Hash function (pkt.hdr)
if flow_id in C_Reg then

prev_ts < T'S_Reg|flow_id]
TS_Reg[flow_id] < SWis
if TS_Reg[flow_id] — prev_ts < T_-TH then
if C_Reg|flow_id] = C_TH then
Attach(flow_id) to AF_Reg
Push (flow_id) to new_flow Digest
else

C_Reg|flow_id] + C_Reg|flow_id] + 1
end if
else

C_Reg[flow_id] < 0
end if
if hdr.tep.flags = FIN then
if C_Reg|flow-id] = C_.TH then
Remove( flow_id) from AF_Reg

Push (flow-id) to timeout Digest
end if
end if
else
Attach (flow_id) to C_Reg
Attach (flow_id) to T'S_Reg

end if

considering it now as an output and the variable predicted
by the ANN model. To predict u(t) we exploited the
data collected from the identification process taking as
predictors the set I = {y(¢),y(t—T),y(t —2T),u(t—T)}.
The set I was employed to train a fully connected neural
network using the Keras and Tensorflow ANN libraries
[106, 107].
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Figure 7: Portion of a signal used to train the MLC.

The chosen architecture of the ANN is a fully con-
nected neural network, which is a fundamental type of
ANN where each neuron in one layer is connected to ev-
ery neuron in the subsequent layer. In this architecture,
the neurons are organized into input, hidden and output
layers as shown in Figure 8. In the present work, the in-
put layer is composed by the the set I. The second layer
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Algorithm 8 Active Flows computation at control
plane.

Require: Digest for new flows report, newglow; Digest for
timeout report, timeout_flow; sample time, T'; vector of
active flows, flow_vector; flow identifier, flow_id

Ensure: Number of active flows AF
while True do

new_flow_id <+ Retrieve from Digest(new_flow[flow_id)])

if new_flow_id then
Attach(new_flow_d) to flow_vector
end if
timeout_flow_id
(timeout_flow| flow_id])
if timeout_flow_id then
Remove(timeout_flow_id) from timeout_vector

end if

AF = length(flow_vector)
Wait (T seconds)

end while

<  Retrieve from  Digest

is a hidden layer that is 64 times the dimension of the set
I. The third layer is a pre output layer with the same di-
mensions as the set I. The output layer has a size of one
and represents the predicted signal u(t). In the experi-
ments conducted, we achieved a relative validation error
of 1% using the cross-validation technique. Two inverse
models were obtained according to the CCA configured at
DTN-s, either Cubic or BBR2. Training was performed
for 12,000 s to provide sufficient information to build the
model.
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Figure 8: Artificial neural network used for the MLC.

3.6. Control law implementation

The MLC control signals are carried using User Data-
gram Protocol (UDP) sockets on the management in-
terface between the server and the switch S1. The
control plane generates a JavaScript Object Notation
(JSON) structure containing the computed network vari-
ables y(t), y(t — T), y(t — 2T), and u(t — T) every T
time interval. Then, it sends such a structure to the
server, which computes the output rate u(t) by feed-
ing the trained ANN controller with the abovementioned



structure. The administrator sets the desired network
state y4(t) by considering the target DTN-s rate and net-
work constraints.

Table 3 lists the values that fill the vector y4 with the
desired network state. The expected value of Rcampus
is the remaining capacity that is not required by DTN-
s. The RTT values are set considering the restrictions
imposed by the testbed, namely 100ms for SBD flows and
10ms for general-purpose traffic. The expected queuing
delays are set to 0 to minimize bottleneck congestion.
Finally, the number of Active Flows AF is set using the
last active flow computation.

Table 3: Parameters of yg4.

’ k \ Variable name \ Value ‘
1| Rprn-s Target Rate R}y (%)
2 Rcampus Bmaa: — R*DTN_S (t)

3 RTTDTN 100 ms
4 | RTTcampus 10 ms

5 | @Dprn-s 0 ms

6 QDCampus 0 ms

7| AF Last AF

3.7. Comparison scenario

A common solution for controlling campus network
traffic is to set a target output rate leveraging the config-
uration capabilities of the network device. The network
manager often coarsely changes this target rate according
to the network operating conditions but without making
fine-tuning as proposed in this article. Open vSwitch
(OVS) switches admit TBF for rate control. Therefore,
if the available bandwidth at the bottleneck is B, the
campus output rate is set to0 Bz — Rippn.s(t). We call
this method the trivial solution; it is the reference point
for analyzing the performance of the proposed solution.

4. Results

In this section, we present the results of the tests con-
ducted to evaluate the performance of the proposed solu-
tion under diverse scenarios. The experiments were per-
formed in a data center using real network devices. The
tests were replicated a significant number of times in or-
der to obtain statistically reliable results. Performance
evaluation focuses on FCT and link utilization as metrics
that quantify the performance from a network perspec-
tive. However, Mean Relative Absolute Error (MRAE)
is also analyzed as a metric to evaluate the ability of the
algorithm to track the target DTN-s rate.

4.1. Controller parameters

Using the models obtained in Section 3.5, we conduct
parameter tuning of the controller presented in Section
3.2, supported by the genetic algorithm setup shown in
Table 2. Figure 9 shows the convergence curve of IAE
in the genetic algorithm used to tune the controller pa-
rameters when either Cubic or BBR2 is configured at the
DTN-s. For the case of BBR2, the cumulative error differ-
ence between the actual rate and the set point is smaller
than when we use Cubic. Table 4 summarizes the results
of the parameters’ tuning procedure.

11

| —— CCADTN: Cubic
11000 \ CCA DTN: BBR2 |
10500
10000 \
< 9500 \ -
9000 x
8500
8000
0 20 40 60 80 100
Generation

Figure 9: Convergence curve of IAE in controller parameters tun-
ing. As the number of AG generations increases, the IAE decreases.
Although the greatest reduction in IAE occurs when Cubic is used
as CCA in DTN-s, better error tracking is obtained with BBR2.

Table 4: Selected controller parameters.

DTN-s .

CCA Generation K, K; K,
Cubic 77 0.285 | 1.486 | 1.565
BBR2 76 0.388 | 1.918 | 1.340

4.2. Controller performance oriented test with multiple
long flows in campus network

This experiment evaluated the proposed solution from
the DTN-s performance perspective. Therefore, the
senders in the campus network generate long flows to
their respective receivers with an induced delay of 10ms.
However, the DTN-s generates long flow traffic with an
induced delay of 100ms.

In order to test the MLC accuracy, we compute
MRAE, every tyx samples as follows:

MRAE = - Z DTN-s(*t) Rprn-s(t) 3)
L t=1 DTN-s (t)

MRAE is a measure of set-point tracking which is the
ability to maintain or follow the desired reference, in this
case Rpn_,- In the experiment, {y = 120, and because
At = 1s each trial takes 120s. In total, we perform 100
trials for each MLC. This number of trials guarantees
an expected error of less than 0.43% and a confidence
level of 95%, assuming a normal distribution of the traces.
CDFs of MRAE are shown in Figure 10. In general, the
implementation of MLC outperforms the trivial solution
in terms of MRAE, with an average reduction of 4.1%
and 4.5% for the MLCs of Cubic and BBR2, respectively.

4.8. DTN'’s performance oriented test with long flows in
campus network

Although the proposed controllers adequately track
the reference, evaluating the solution’s performance in
terms of network metrics is essential. Flow Completion
Time (FCT) is the time elapsed between sending the first
packet and receiving the last packet for a given TCP con-
nection. This experiment evaluates FCT for 10GB data
transmission from DTN-s to DTN-r. The experiment was
repeated 100 times for each MLC to obtain the CDFs
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Figure 10: Mean Relative Absolute Error (a) DTN-s CCA: Cubic (b) DTN-s CCA: BBR2. The proposed solution provides better set-point

tracking in both scenarios.
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Figure 11: DTN-s Flow Completion Time (a) DTN-s CCA: Cubic (b) DTN-s CCA: BBR2. The proposed solution improves in both
scenarios the FCT of the SBD flows, having a more significant impact when BBR2 is configured as CCA in DTN-s.

shown in Figure 11. This number of trials guarantees an
expected error of less than 1.47s and a confidence level of
95%, assuming a normal distribution of the traces. An
average reduction against the trivial solution of 12.932s
and 39.042s of FCT for Cubic and BBR2 controllers, re-
spectively, was found. The previous means an FCT re-
duction of 7.4% in the case of Cubic’s MLC and an av-
erage reduction of 21.72% using BBR2’s MLC. We also
note that 100% of the attempts with the proposed con-
troller obtained a lower FCT than the trivial solution for
the BBR2 case. The results imply that it is possible to
transmit more scientific data in a given time interval with
the proposed MLCs.

We also compute the bottleneck Link Utilization p
using data plane measurements. This value is obtained
at time ¢ through the sum of the flow rates, including
traffic generated by the DTN-s Rpry.s and the campus
network hosts R, , divided by the maximum link band-
width Bj,q., as follows:

12

o(t) = RDTN-s(t);— Z,ll(fl R, (t) ()

For link utilization, we also use 100 trials, and the ex-
pected error is 0.0255, with a confidence level of 95%, as-
suming a normal distribution of data. Figure 12 presents
the CDFs of bottleneck link utilization for the MLCs and
their respective trivial comparison scenario; we found
similar behavior in the two situations, with an average
negligible decrease of 0.57% and 0.65% in the p of the
proposed solutions.

4.4. DTN'’s performance with multiple streams in campus
network

The aim of these experiments is to assess how the pro-
posed solution behaves when the number of streams in the
campus network varies. To achieve this, we configured
the testbed such that the campus network establishes a
specific number of streams Ny given by TCP connections
with the remote network, and then measured the FCT of
a 10GB data transmission between DTN-s and DTN-r.
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Figure 12: Bottleneck link utilization.
bottleneck link utilization.

We ran the test for Cubic and BBR2 algorithms con-
figured in DTN-s, and for 1, 10, 100, 1000, and 10000
streams. We tested the P4 switch during compilation
and execution for overflow problems and did not find any
issues.

The results of the experiments are shown in Figure
13. The percentage reduction of the FCT of the proposed
MLC, with respect to the trivial solution, is presented in
Table 5. The proposed solution is capable of reducing the
FCT of the SBD traffic by an average of 0.07% to 21.72%,
depending on the CCA and the number of streams. The
MLC implemented is particularly useful for reducing the
FCT above 10 streams. This is because TCP inherently
tends to utilize all available bandwidth, regardless of the
number of streams established between the campus net-
work and the remote network. Additionally, the proposed
MLC calculates the output rate of the campus network
from aggregated network state metrics, allowing the sys-
tem to be scalable to the maximum number of admissible
inputs in the active flows table.

Table 5: Flow completion time reduction of the proposed solution
varying the number of streams.

Mean FCT [s FCT
CCA N, MLC [ Trivial | reduction [%]
T | 10851 | 110,46 1,77
10 | 154,37 | 167.83 8,02
Cubic 100 159,49 | 173,94 8,30
1000 | 162,47 | 169,17 3,96
10000 | 156,27 | 169,10 7,58
1 | 9185 | 91,01 0,07
10 105,99 | 114,86 7,72
BBR2 100 140,73 | 179,78 21,72
1000 | 140,58 | 150,62 6,66
10000 | 140,67 | 151,78 7,32

4.5. Performance of short flows coexisting with long flows
in the bottleneck

The present experiment evaluates the FCT of short

flows when sharing the bottleneck link with SBD flows

for the proposed MLCs. The Weibull heavy-tailed dis-

tribution has been widely used to model the behavior of
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short flows on the Internet [108]. The probability distri-
bution function of a Weibull random variable is defined

as:
[5G
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if z<0O.

where k and A are the shape and scale parameters, respec-
tively. We used two variables to model short flows. First,
inter-departure time measures the difference between the
departure times of one packet and the next. Second, flow
size denotes the number of bytes occupied by each flow.
We used the SourcesOnOff tool [109], which allows us to
generate flows with given distributions for inter-departure
time and flow size. Table 6 summarizes the parameters
that describe the short flows from Weibull distributions
in the experiments.

Table 6: Selected controller parameters.

’ Variable \ k \ A \ min \ max ‘
Inter-departure time | 0.5 | 20ms 1ms 100ms
Flow size 0.5 | 100kB | 10kB | 10MB

In this experiment, we set up a similar configuration
to the one described in Section 4.3, with the exception
that one of the senders generated short flows. We cap-
tured the packets for 600 seconds and analyzed them us-
ing the teptrace tool. The resulting CDF's are presented in
Figure 14. Comparing the CDFs of the proposed MLCs
with the trivial solution, we found that the curves are
very similar. However, there were improvements of 18.7%
and 14.4% in terms of the median 7 of p for the Cubic
and BBR2 controllers, respectively. The absolute vari-
ations in 1 were 25ms and 18ms for the MLCs trained
with Cubic and BBR2, respectively, which are negligible
for most campus network applications.

5. Conclusion

This study demonstrated the advantages of integrat-
ing data plane devices and machine learning algorithms
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Figure 13: Flow completion time for a different number of streams on the network. (a) Ng=1, DTN-s CCA:Cubic (b) Ns=1, DTN-s
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Figure 14: Flow Completion Time for short flows. (a) DTN-s CCA: Cubic (b) DTN-s CCA: BBR2. Although the proposed solution
prioritizes SBD flows, the impact on the FCT of short flows is minimal and does not represent a significant degradation in performance.

to improve the rate control of Science DMZ networks. By 7. Appendix
employing an MLC to adjust traffic flows dynamically, we
can enhance the FCT of data-intensive scientific flows of
the Science DMZ coexisting with the short flows gener-

Table 7 provides a list of abbreviations while table 8
presents the notations and symbols used in this article.

ated in the campus network. Table 7: Abbreviations used in this article.
The results suggest that this approach has significant
potential for optimizing the efficiency of transferring SBD Abbreviation Term
: : : ACK Acknowledgement
over non-dedicated networks. The propos.eq soh.ltlon min- ALU Arithmetic Logic Unit
imizes the FCT of long flows, with a negligible impact on AQM Active Queue Management
: s : ASIC Application-specific Integrated Circuit
the bottleneck link ut11.1zat'10n and s.hort flows FCT. In BBR Bottloncch Bandwidth and Round-trip Time
particular, our study highlights the importance of adap- BBR2 Bottleneck Bandwidth and Round-trip version 2
. . . . BDP Bandwidth-Delay Product
tive rate cont.r(.)l, which can respond online to changing CCA Congestion Control Algorithm
network conditions and traffic demand. CDF Cumulative Distribution Function
: . : : CODEL Controlled Delay
There are several potential future .dlrectlons for this DTN Data Transfor Node
work. One avenue for further research is the development FCT Flow-Completion Time
fotd : : : FPGA Field Programmable Gate Array
of more sophisticated machine learning algon.thms at the AR Integral Absolute Error
control plane that can better adapt to changing network IETF Internet Engineering Task Force
s : JSON JavaScript Object Notation
fZOIldlthIl-S and traﬂic demal.lds. Another exploratlo-n area LPM Longest-Profix Match
is deploying machine-learning-based controllers directly MLC Machine Learning Controller
: : : sl MRAE Mean Relative Absolute Error
on the data plane, 90n51der1ng archltectm're' restrictions. PIE Proportional Integral Controller Enhanced
Furthermore, there is a need for an additional evalua- PISA Protocol-Independent Switch Architecture
)
. . . . RED Random Early Detection
tion of this approach under dlffert.ent traﬁflc pa'tternb and RTT Round Trip Time
network conditions. The above will help identify the op- SBD Scientific Big Data
: : Science DMZ Science Demilitarized Zone
timal (.zqnﬁguratlons and tradeoffs between performance, SON acttmare Defined Nobmorks
scalability, and overhead. TBF Token Bucket Filter
: . TCP Transmission Control Protocol
As d&.Lta plane processing .contmues.to advance and be VoIP Voice over Tnteraet Protocol
applied in real-world scenarios, solutions such as those WAN Wide Area Network

presented in this paper will become increasingly essential
for optimizing network performance and ensuring reliable

data transfer in a wide range of scientific applications. Table 8: Notations and symbols used in this article.

Symbol Usage or Signification
n Median value
6. Acknowledgement A Scale parameter Weibull distribution
m Mean value
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