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Cybersecurity Fundamentals Lab Series




Cybersecurity Fundamentals Lab Series

The labs are available on NDG’'s NETLAB+ and provides hands-on experiences on:
« Reconnaissance and vulnerability assessment

« Infiltrating a victim’s device with malware (trojan, spyware, keylogger, etc.)

» Social engineering attacks (phishing emails, credential harvesting)

 Attacks on web applications (SQL injection, cross-site scripting)

* Network attacks (Denial of Service (DoS))

» Cryptography fundamentals (symmetric encryption, asymmetric encryption, digital
certificates)

» Packet filtering and access control lists
» Brute force attacks on passwords
* Intrusion detection and prevention system

OpenFlow Specification



Cybersecurity Fundamentals Lab Series

The labs provide learning experiences on cybersecurity topics

Lab 1: Reconnaissance: Scanning with NMAP, Vulnerability Assessment with OpenVAS
Lab 2: Remote Access Trojan (RAT) using Reverse TCP Meterpreter

Lab 3: Escalating Privileges and Installing a Backdoor

Lab 4: Collecting Information with Spyware: Screen Captures and Keyloggers

Lab 5: Social Engineering Attack: Credentials Harvesting and Remote Access through Phishing Emails
Lab 6: SQL Injection Attack on a Web Application

Lab 7: Cross-site Scripting (XSS) Attack on a Web Application

Lab 8: Denial of Service (DoS) Attacks: SYN/FIN/RST Flood, Smurf attack, and SlowLoris
Lab 9: Cryptographic Hashing and Symmetric Encryption

Lab 10: Asymmetric Encryption: RSA, Digital Signatures, Diffie-Hellman

Lab 11: Public Key Infrastructure: Certificate Authority, Digital Certificate

Lab 12: Configuring a Stateful Packet Filter using iptables

Lab 13: Online Dictionary Attack against a Login Webpage

Lab 14: Intrusion Detection and Prevention using Suricata




Organization of Lab Manuals

Each lab starts with a section Overview
* Obijectives
» Lab settings: passwords, device names
* Roadmap: organization of the lab

Section 1
« Background information (theory) of the topic being covered (e.g., malware fundamentals)

« Section 1 is optional (i.e., the reader can skip this section and move to lab directions)

Section 2...n
« Step-by-step directions




Pod Design

 Attacker in the WAN running Kali Internal network
* Victim in the internal network @ =
running Windows 10 -10 $
« Web, DNS, and Mail servers in Victim
the DMZ zonhe 192.168.0.0/24 216.0.0.0/16
e Border router interconnect the
networks

» Border router implements basic
security policy:

» Attacker cannot initiate connections to
devices in the internal network

Web DNS Mail
server server server

172.16.0.0/16




Examples

Vulnerability assessment using OpenVAS

Dashboards Assets

F@2Un VDb

Resilience Secinfo

.
Il

@ Report:Tue, Nov 29, 2022 3:02 AM UTC

ID: db2519

Information | Results | Hosts Ports Applications Operating Systems CWVEs Closed CVEs TLS Certificates Error Messages User Tags

(50f49) | (1of1)  (1ofI) (2 0f2) (2 of1) (0 af 0) (0 of 0) (0 of 0} (0 0f 0) 0}
Host
Vulnerability ] Severity ¥ QoD
P
Operating System {0S) End of Life (EOL) Detection BN 10.0 (High) | 80%  172.16.0.10
Missing "httpOnly" Cookie Attribute Bl B S0 ciium) | 80%  172.16.0.10
Backup File Scanner (HTTP) - Reliable Detection Reporting Ell B S ciium) | 80%  172.16.0.10
Cleartext Transmission of Sensitive Information via HTTP @ | Y. 80 % 172.16.0.10
TCP timestamps Bl zGilow) | 80%  172.16.0.10

(Applied filter: apply_overrides=0 levels=hml rows=100 min_god=70 first=1 sort-reverse=severity)




Examples

Keylogger
Deploying a Spyware

Victim

Metasploit screenshare . T

C @ O A& 216.0.0.10 Mew Text Document. bt - Notepad

File Edit Format View Help
The keystrokes are being recorded

o Kali Linux N Kali Training N Kali Tools Kali Forums ¢ KaliDocs o NetHunter Offensive Security MSFU ¢ Exploit-DB #< GHDB

Controlling target? [ Screen size

@®—————|Image delay @—————— 16 milliseconds

-

& NewTab X + = 0

B
%
=
be

New Tab xe
chrome://newtab

#2 PUTTY Configuration ? X
Category:

=-Session i Basic options for your PuTTY session
Logging
= Terminal

Keyhoard Host Name (or IP address) Port
el “ Iz Attacker

Features
5 Window Connection type: —

Appearance @ssH  Oserial  (OO0ther: | Telnet v root I',g:'kall:f
Behaviour
Translation Load, save or delete a stored session

FH-Selection Saved Sessions
Colours

| meterpreter =
=-Connection = :
Data [Default Settings Taad Dumping captured k

+5§Y <Shift>=The keystrokes are being recorded
t] Save & =
Serial
Telnet Delete

Q
Screen capture Flogn

SUPDUP

Specify the destination you wantto connectto

=

meterpreter > JJ




Examples

Social engineering and phishing emails

Victim Attacker
| A
[ 1 | 1
Security Notice &
s

From Google Support Nao date

to victim@mail-server.labl... Y
Dear John, .0.0. [08/Sep/2 124:18] "POST /Servicelogi

022
[08/Sep/2022 19:24:18] "GET / HTTP/1.1" 2
022

[08/Sep/2 :24:38] "GET /favicon.ico

Someaone used your email address to login »
to your account. We suspect that this activity

was performed by a hijacker. Please use the
link below to access your Google account

learner@email.com

settings:
Regards, Meed help?

Google Support team.




Examples

Creating a digital certificate and deploying it on an Apache web server

| [AU
ull mame) [Some-State] | S

umbia
[Ir|ter‘r|et widgits Pty Ltd]:MyCompany ¢ X.509 Certiﬁcate

(eg, section) [I[IT
( (e.g. ser " FQDN YOUR name) []|mycompany.com
mail Address []:iadmingmycompany.com

Mozilla Firefox

mycompany.com/

&« ROy 08 mycompany.com w

« Kali Linux N Kali Training § ¢ Connection security for mycompany.com iive Security MSFU
& You are securely connected to this site. Certificate deployed

Welcome to == >ploy
Verified by: MyCompany <+«—— 0ONna prOd uction
Mozilla does not recognize this certificate issuer. It may have grade Web server

been added from your operating system or by an

administrator. Learn More

More information




Examples

Detecting and blocking SYN Flood attack using Suricata IDS/IPS

alert tcp any any -> 172.16.8H.2Z0 any (flags:5: si1d:1234568; rev:l:)

rate_filter gen_id 1, =ig_id 1234568, track by_dst, count 1HHH, seconds 1, new_action drop, timeout
IH

Incoming rate before mitigation Incoming rate after mitigation

HEIEIEIEIEIEIE
HEIEIEIEIEIEIE
HEIEIEIEIEIEIE
HEIEIEIEIEIEIE
LEEIEISiRig g iaigig Eiaigiainie g ia BiaiRigigig gy
LEEIEISiRig g iaigig Eiaigiainie g ia BiaiRigigig gy
LEEIEISiRig g iaigig Eiaigiainie g ia BiaiRigigig gy
LEEIEISiRig g iaigig Eiaigiainie g ia BiaiRigigig gy
HELEEIRIEIEE BRI g
HELEEIRIEIEE BRI g

HEEHHHEEHHHH S :
HEHHHH R R e | Curr: 34.84 MBitss Curr: H.88 Bitss
HHHHHHE R R HHHHHH e pnn s | Avg: 2.56 MBit s : 536.88 Bitrss
HEHHHHEEHHHS S s | Min: 8,88 Bit s in: 8.88 Bit/s
HEHHHHEEHHHS S | Max: 38,82 MBitss : 3.69 kBitss
HEHHHHEEHHH S s | TE1: 68,86 MBute 1 Z.B2 kByte




P4 Applications Lab Series




Traditional (Legacy) Networking

 The interface between the control plane and data plane has been historically
proprietary
« Arouter is a monolithic unit built and internally accessed by the manufacturer only

« There is a vendor dependence: slow product cycles of vendor equipment,
standardization, no room for innovation from network owners

Local algorithm
(e.g., OSPF)

gTopulugy

Local algorithm
(e.g., OSPF)

nglgv

Local algorithm
(e.g., OSPF)

Control Plane
Data Plane

* Local table
Proprietary

Dst IP Itf

interface
198.12.0/24 1

201.30/16 2

0.0.0.0/0 1 EH ‘

’ ‘




SDN

» Protocol ossification has been challenged first by SDN

« SDN explicitly separates the control and data planes, and implements the control
plane intelligence as a software outside the switches

[App»l] [App-Z]... [App-n]

Software-based
Centralized Controller

Proprietary or

Global
RFC compliant

Topolo,

= | Control Plane
& Data Plane
Header Field Action OpenFlow
SrclP = 198/8 | Forward (1) | interface
DstIP = 98.3/16 Drop
Ingress Port=1 | Forward (2)

~ |




Environment: Mininet




Mininet

* Mininet is a virtual testbed for developing and testing network tools and protocols
* Nodes are sometimes called containers, or more accurately, network namespaces

* Features

Fast prototyping for new protocols

Simplified testing for complex topologies

It runs real code on Linux (realistic emulation)

Open source

Containers consume few resources (100s or 1,000s of nodes)

vV V V V

Y




MiniEdit

» To build a topology, we use MiniEdit
* MiniEdit is a simple GUI editor for Mininet
« Example:

File Edit Run Help
l
10.0.01 10.0.0.0/8 10.0.02
s1-eth1 ’Rq,, s1-eth2
% h1-eth0 h2-eth0 # E
sl
h1 ,

C
. N\




Host Configuration

» Configure the IP addresses at host hl and host h2

* A host can be configured by holding the right click and selecting properties on the
device

File Edit Run Help

o
[! J 5 Properties VLAN Interfaces | External Interfaces | Private Directories
C } . Hostname: h2
g IP Address: [10.0.0.2/8] |
/ Default Route:
@ P— Amount CPU: host —
\ Host Options Cores:
1
\ Properties Start Command:
Stop Command:

’ oK H cancel | ’




Executing Commands on Hosts

* Open a terminal on host by holding the right click and selecting Terminal

File Edit Run Help
- *
File Edit Run Help
L3
“Host: h1"
3 |
n I 6 packets transmitt ceived, ss, time 110

Host Options h2




Overview P4 Applications Labs




P4 Programmable Switches

« The programmable forwarding can be viewed as a natural evolution of SDN

* P4 programmable switches permit a programmer to program the data plane
» Defining and parsing new protocols
» Customizing packet processing functions
» Measuring events occurring in the data plane at nanosecond resolution
» Inspecting and analyzing each packet (per-packet analysis)

» P4 stands for stands for Programming Protocol-independent Packet Processors




P4 Programmable Switches

« Analogy between networks and other computing domains

Processing Unit Main Language/s

General computing 1971 Central Processing Unit (CPU) C, Java, Phyton, etc.

Signal processing 1979 Digital Signal Processor (DSP) Matlab

Graphics 1994 Graphics Processing Unit (GPU) Open Computing
Language

Machine learning 2015  Tensor Processing Unit (TPU) Tensor Flow

Computer networks 2016 Protocol Independent Switch P4

Architecture (PISA)




P4 Programmable Switches

* Pro '
grammable chip | |
Parser parses header fields, written by the programmer

fov) fo2). o)

> [ Software-based ]
. . . . . l Centralized Controller D
» Stages contain memory and Arithmetic Logic Units (ALUS) Qe | control pane
» Memory are used for tables, match bits .2 PD-AP, mnunumel Data Plane
. . . . Program-defined local table
» ALUs are simple, suitable for header field operations, ey T oo
aCtlonS Header Forward() | Dst IP=IP1, Dst port = p2
. fields, tuples, Mark() Dst IP=IP2, Dst port = p4
» Stages are sequentially arranged (1, 2, ..., n), for etc. Drop()
sequential computation !
> Deparser assembles packet headers back Q sae [ veroy [ A
D > | ]
Packet__’ - D - D L :D __Ra’cket
e e L
D D
Programmable Stage 1 Stage n Programmable
parser Programmable match-action pipeline deparser

= Switch | =
- -
e 2| AsIC |2




Examples of P4 Programmable Switches

* Behavioral Model Version 2 (BMv2)
» Open source
» Software switch used for teaching, researching ideas
» Good to validate ideas

« Commercial physical devices
» E.g., Edgecore Wedge 100BF-65X (based on Intel’s Tofino chip)
» 65x100G switch ports
» Used in production networks and research




P4 Applications and Custom Processing Lab Series

Lab experiments

Lab 1: Introduction to Mininet

Lab 2: Introduction to P4 and BMv2

Lab 3: P4 Program Building Blocks

Lab 4: Defining and processing custom headers

Lab 5: Monitoring the Switch’s Queue using Standard Metadata

Lab 6: Collecting Queueing Statistics using a Header Stack

Lab 7: Measuring Flow Statistics using Direct and Indirect Counters

Lab 8: Rerouting Traffic using Meters

Lab 9: Storing Arbitrary Data using Registers

Lab 10: Calculating Packets Interarrival Times using Hashes and Registers
Lab 11: Generating Notification Messages from the Data Plane using Digests




Workflow of a P4 Program

» Workflow used to program the BMv2 switch

basic.p4
Runtime CLI
Architecture model simple_switch_CLI

(vimodel)

[+4)

=

* ©

Table 50"

BN manipulation =

Compiler %@ P E

pac 3 <

4 o

= 5

basic.j —> =

P basic.json ,E

Software switch a

(BMv2)
simple_switch

Workflow used in the lab series




Development Environment

« Topology constructed with a modified version of the MiniEdit editor
» P4 software switches (BMv2) running inside Docker containers (through Containernet)
» Code written in Visual Studio Code with P4 syntax highlighting and a built-in terminal

File Edit Run Help

L3
1 £ - P4 16 -*- */
i P4 SWItCheS #include <core.pd>
3 #include <vlmodel.p4:
const bit<16> TYPE_IPV4 = 0x8
RN RS-

EREARRAARAAEAREARARAAAE H E A D E R S  #Hefssdsatbontshsnsssatssdstsssssss

B

‘ p—
@ P4-Switchl
\ ‘

1

15 header ethernet t {

16 macAddr t dstAddr;

7 macAddr t srcAddr;
bit<16> etherType;

UTPUT  TERMINAL

admin@Lubuntu-vm:~/P4_Labs/lab2$ []




Examples

 Switch standard metadata contains Ingress Egress Timestamp
h ) d de ueuin Timestamp + Queue Length
t. € engqueueing an g g —5 o = RE
timestamps %&?*%B . %B}* ™ ’EB BB ==
_ _ o o o =0 | Tm
° Us|ng these t|mestamps’ we can Parser Ingress pipeline Egress pipeline Deparser

compute the queueing delay

h1 ™. h2

Bottleneck link h4

100Mbps g




Examples

« Using meters to determine the sending rate of host hl and reroute the traffic
* Route 1: if the sending rate is less than 100Mbps.
* Route 2: if the sending rate is between 100Mbps and 500Mbps
* Route 3: if the sending rate is greater than 500Mbps




Additional Information

« Jorge Crichigno:

> [crichigno@cec.sc.edu

» Cyberinfrastructure lab at the University of South Carolina:
» http://ce.sc.edu/cyberinfra/



mailto:jcrichigno@cec.sc.edu
http://ce.sc.edu/cyberinfra/

	Slide 1: Virtual Labs on Cybersecurity and P4 Programmable Switches
	Slide 2: Agenda
	Slide 3
	Slide 4: Cybersecurity Fundamentals Lab Series
	Slide 5: Cybersecurity Fundamentals Lab Series
	Slide 6: Organization of Lab Manuals
	Slide 7: Pod Design
	Slide 8: Examples
	Slide 9: Examples
	Slide 10: Examples
	Slide 11: Examples
	Slide 12: Examples
	Slide 13
	Slide 14: Traditional (Legacy) Networking
	Slide 15: SDN
	Slide 16
	Slide 17: Mininet
	Slide 18: MiniEdit
	Slide 19: Host Configuration
	Slide 20: Executing Commands on Hosts
	Slide 21
	Slide 22: P4 Programmable Switches
	Slide 23: P4 Programmable Switches
	Slide 24: P4 Programmable Switches
	Slide 25: Examples of P4 Programmable Switches
	Slide 26: P4 Applications and Custom Processing Lab Series
	Slide 27: Workflow of a P4 Program
	Slide 28: Development Environment
	Slide 29: Examples
	Slide 30: Examples
	Slide 31: Additional Information

